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FOREWORD

In pursuit of its vision to build sustainable capacity in the region, the Macroeconomic and
Financial Management Institute of Eastern and Southern Africa (MEFMI) initiated a program to
develop and disseminate materials, tools and manuals for use by member states. The overall
objective is to provide member countries with state-of-the-art, tools which assist them in
designing, formulating and implementing economic policies in their respective economies.

Consistent with this vision, I am pleased to introduce the first edition of the Macroeconomic
Modeling and Forecasting Manual, consisting of regional frameworks and models that can be
applied by member countries. The Manual is a reference document, which provides a set of
standard, sectoral and disaggregated modeling frameworks that can be applied in developing
small macroeconomic and other small sectoral models. The Manual therefore, provides
practitioners in the MEFMI region with a practical tool that enhances the understanding of the
practical interface between theory and real economic situations. The reference document will be
particularly useful in the modeling and forecasting functions in Central Banks, Ministries of
Finance/Planning and Bureaus of Statistics.

The use of the Manual will capacitate MEFMI member countries to: (i) design, formulate and
implement economic policy measures based on empirical evidence derived from the application
of modeling and forecasting techniques; (ii) design and develop their macroeconomic modeling
frameworks; (iii) develop specific models of inflation, exchange rate, consumption, investment,
monetary transmission mechanisms, fiscal deficit management and financing, revenue and tax
modeling and forecasting, interest rates and other small macroeconomic models; and (iv) build
fully fledged robust macro models. The Manual will considerably strengthen MEFMI's current
efforts to impart knowledge in Modeling and Forecasting in the region as an integral component
of the Macroeconomic Management and Analysis Programme.

The Manual, which is user-driven, is fully owned by stakeholder institutions who contributed
immensely to its development. Invaluable input was also received from specialised expert groups
who carried out the whole development process, editing and proof reading of the Manual.

The consultative process involved in the development of this Manual demonstrates the spirit of
mutual cooperation and sustained support MEFMI continues to receive from its member states.
I would like to commend all the stakeholders that were involved in the development process for
their invaluable support.

I would like to recommend the adoption and implementation of the Manual as a reference tool
for modeling and forecasting in the MEFMI region.

Myt

Ellias E. Ngalande (PhD)
MEFMI Executive Director
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PREFACE

The “MEFMI Macroeconomic Modeling and Forecasting Manual (MFM)” was developed in fulfillment of
MEFMI’s mandate to provide tools for macroeconomic management to enhance sustainable human
and institutional capacity in Central Banks, Ministries of Finance and Planning Commissions or
equivalent and foster best practices in these institutions.

The region remains plagued with a plethora of economic and social challenges with relatively
higher incidences of extreme poverty in the world. About 70 percent of the region’s population
lives below the poverty line of $2 per day and close to 60 percent are financially excluded.

Other key developmental challenges for the region are its vulnerability to global shocks, climatic
change and limited participation of its people in decision making proceses which have resulted in
weak governance and policy institutions. This has been exacerbated by other internal constraints
notably energy shortages, infrastructure bottlenecks, limited fiscal space and underdeveloped
financial markets.

These challenges continue to hamstring the fragile economies and weigh down on growth and
development in the region. Human and institutional capacity is severely undermined. The
strategic focus of MEFMI is to design appropriate tools to efficiently and effectively address
capacity challenges in the region. MEFMI endeavours to equip countries with the economic
knowledge, skills, competencies, tools, experiences and resources to enhance the formulation
and implementation of prudent macroeconomic policies. This is critical to accelerate progress
towards poverty eradication in the region.

An assessment of capacity building needs indicates that there is growing demand for
macroeconomic modeling as a tool for macroeconomic policy analysis and management. It is
evident that countries have made very little progress in applying fully fledged models.
Inadequate capacity in econometric modeling thus, remains one of the critical missing links in
Macroeconomic Management in the region.

A survey of the status of modeling and forecasting in the MEFMI region revealed that:

e Most countries are using the Financial Programming (FP) framework of the IMF;

e Some countries have developed simple models in the areas of inflation, exchange rate and
monetary transmission mechanisms;

e Some countries show slightly more advancement and have proceeded to establish
inflation forecasting frameworks; and

e Most countries are yet to develop fully-fledged modeling and forecasting models.

To advance capacity building efforts in the area of Macroeconomic Modeling and Forecasting,
MEFMI initiated a project to develop a Manual that will serve as a reference tool to guide
Econometricians and Modelers in the region. This is critical for evidence based policy design
and execution. This home grown Modeling and Forecasting Product will reduce exposure to
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external development policies, tools and practices that do not necessarily take into consideration
the unique situation, cultural heritage, knowledge systems and institutions in the region.

MEFMI embarked on this arduous journey in February 2010 with a clear vision to produce a
world class modeling tool by February 2012. The completion of the Manual is a realisation of
this vision and a fruition of the Institute’s efforts to capacitate policy institutions in the region to
deliver on their mandates.

MEFMI is highly indebted to the Team of Consultants which produced this world class
product. The team was under the leadership of Dr/Mrs Jesimen T. Chipika, Lead Consultant
and Dr Jacob Oduor Co-Lead Consultant. Other team members included Messrs Joseph Mverecha
and Johnson Nyella. The Manual also benefited from the invaluable input of Professor Margaret
Chitiga-Mabugu and Dr Ramos Mabugu.

The Manual produced by the consultants was critically reviewed and solidified in a regional workshop
in August, 2011 under the supervision of Dr Christopher Malikane. This process further refined
and improved the Manual, taking into account comments from stakeholders. In March 2012, the
Manual was then subjected to a peer review mechanism which translated it into a world class
product benchmarked to international best practices. The three peer reviewers were Professor
Alemayehu Geda, University of Addis Ababa, Ethiopia; Dr Angelina Njuguna, United Nations
Economic Commission for Africa (UNECA), Ethiopia; and Mr Konstantin Makrelov, National
Treasury of South Africa.

The project was carried out under the overall guidance of Mr. Sydney Mabika, Programme
Director, Macroeconomic Management Programme and Mr. Jean Baptiste Havugimana,
Programme Officer.
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CHAPTER 1

INTRODUCTION

* Aim of Manual is to present a set of techniques that can be used for model
development, policy analysis and forecasting across the MEFMI member
countries taking into account their data and capacity constraints.

Manual is based on the ‘Keep It Sophisticatedly Simple (KISS)’ Principle.

A hands-on, step-by-step process, ‘learning by doing’.

Manual does not cover complex methodologies such as dynamic stochastic:

general equilibrium (DSGE) models.

* - Macroeconomic modeling efforts in the MEFMI region are encountering many
challenges, including: shortage of modeling staff; computer software challenges;
data challenges; overall modeling skills challenges; and institutional and
coordination challenges.

* These challenges, if not addressed by MEFMI member states, can constitute
serious risks to the success of the Manual.

* If the Manual is to be useful in the region, MEFMI member states will need to
commit significant resources towards the macroeconomic modeling agenda in
the region, in an effort to resolve the highlighted challenges. :

* W K

1.1 Purpose of the Macroeconomic Modeling and Forecasting Manual (MFM)

01 The overall aim of the MFM is to provide a modeling and forecasting tool to the
Macroeconomic and Financial Management Institute of Eastern and Southern Africa (MEFMI)
Member Countries, namely; Angola, Botswana, Kenya, Lesotho, Malawi, Mozambique,
Namibia, Rwanda, Swaziland, Tanzania, Uganda, Zambia and Zimbabwe, which will assist
in the designing, formulating and implementing of major economic policy measures and
promote exchange of information and experiences through regional training. In short, the
MEM intends to present a set of techniques that can be used for model development, policy
analysis and forecasting across the member countries, taking into account their data and
capacity constraints.

02 The main focus of MFM is therefore, to build capacity in the institutions responsible for
macroeconomic policy-making in the MEFMI region. These institutions include: Ministries
of Finance, Economic Planning and Development; Central Banks; Revenue Authorities;
and Bureaus of Statistics; among others. The Manual will provide a hands-on, step by step
process on how to carry out macroeconomic modeling, that is, the approach of “learning by
doing”. Its use will not only be restricted to training sessions by MEFMI, but it will be used
in day-to-day economic modeling in these critical institutions.
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03 The MFM secondary users include: Universities/ Colleges/Research Centres which
have expertise in macroeconomic modeling, and could be called upon to be part of the
national modeling teams; Private Sector and non-governmental organizations (NGOs) which
are custodians of key information necessary for macroeconomic modeling and forecasting;
and Public corporations who are also custodians of critical information.

04 The Manual seeks to provide a user friendly prescription of how to handle
macroeconomic data and use it for modeling as an input into evidence based policy making.
The Manual will emphasize on the statistical description of key aggregates in a theoretically
coherent approach using a wide range of casual observations that have been made on the
economies. It will outline the methods and approaches to examining the relations in the
movement of macroeconomic aggregates and their aggregate impact on the entire economy.
The Manual will also bring to the fore the fact that whilst many of these theoretical points
highlight the potential value of using models, the main practical consideration is whether the
estimated models can provide policy relevant results.

05 Through the use of the Manual, MEFMI member countries will be able to:

e Improve the robustness of economic policy making as they apply the modeling and
forecasting techniques presented in the Manual to real life situations;

e Design and develop their country specific macroeconomic modeling frameworks;

e Develop models of inflation, exchange rate, consumption, investment, monetary
transmission mechanisms, fiscal deficit management and financing, revenue and
tax modeling and forecasting, interest rates, economic growth and all other small
macroeconomic models;

e Build fully-fledged macro models;

e Exchange information and experiences through regional training within the region
with other MEFMI member states modeling experts and policy analysts.

06 Thus, the Manual will considerably strengthen MEFMI's current Modeling and
Forecasting activities as part of the Macroeconomic Management Programme.

1.2 Scope of the Manual

07 Given the variation in modeling skill levels in both the primary and secondary

users of the MFM, the Manual has been designed in a pragmatic manner, keeping it simple
but useful, in order to meet the needs of users at all levels. In this regard, the Manual is a
‘how to’, step-by-step user guide in macroeconomic modeling and forecasting. The MFM is
largely based on the methodology of macro-econometric modeling using time series data,
which still dominates the macroeconomic modeling and forecasting agenda to date. The
logical modeling framework with economic blocks is revisited; data handling issues are
discussed, before the examples of estimating some of the equations of the blocks are



Chapter 1 3

presented using the most common computer platforms being used in the MEFMI region,
namely E-views and Excel. A simple macroeconomic prototype model from the region is
presented as an example. In addition, simple, non-econometric forecasting methods are also
discussed in the Manual.

08 However, to take care of the needs of some of the MEFMI region member
states who are at a relatively more advanced stage in macroeconomic modeling, the MFM
introduces economy-wide modeling using the simple input output (IO), social accounting
matrices (SAMs) and simple computable general equilibrium (CGE) models. However, it is
important to note that, this Manual does not cover the complex methodologies on dynamic
stochastic general equilibrium models (DSGE) models and other more complex econometric
modeling techniques.

1.3 Macro Models and Economic Policy Formulation

09 A model is basically a way of trying to represent relationships in a more concise
way. In other words, it is a simplification of reality. In Economics, models are mainly used
to inform policy makers as they try to come up with policy measures and their doses. The
economic model provides a framework that is a representation of the real economy. There
are several models that policy makers use, which differ in their types, scale and application.
These assist by equipping them with ideas on how economic variables react to exogenous
changes in economic variables. The results from the quantitative analysis of the economic
variables help establish the responses of the economic aggregates under consideration to the
various stimulants emanating from changes in the macroeconomic environment, and thus
proffering a platform for different economic policies and policy measures to put the
economy on a path of sustained growth and development.

10 Evidence based policy formulation requires a critical analysis of the prevailing
macroeconomic environment. Models provide an important basis for a solid footing for
anchoring policy on reality. Taking into consideration the results from the analysis and
projections of economic models into the policy formulation processes may help policy makers
come up with relevant and consistent policy interventions. Careful consideration needs to be
taken of the current prevailing conditions in light of accumulated experience in relation to
the behaviour of economic variables. Although the model may not really tell what the future
will be, it gives solid possibilities that can be relied on in choosing policy options, and thus,
optimizing the decision-making process.

11 By its nature, an economic model makes it possible to clarify and organize rational
decision making. It summarizes the accumulated behaviour of the economy over different
phases under different monetary and fiscal regimes. The quantitative nature of models
makes it possible to quantify the effect of foreseeable future trends in these variables, taking
into account the reaction of agents to eventual policy choices and decisions.
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12 Generally, there are six basic steps in econometric model building as illustrated in
Figure 1.1 on page 17. These will be elaborated on throughout the Manual.

13 It can be observed with confidence that the major obstacle for policy formation in most
African countries is limited knowledge of the way the macro-economy works. It is therefore
beyond doubt that both technocrats and bureaucrats should have solid understanding and
knowledge of the behaviour of macroeconomic aggregates and the factors underlying such
behaviour. This will give them an idea on how to assess the potential impact of proposed
policy choices.

14 However, it has to be noted that these models are context specific. In other words,
different economies cannot have the same model for purposes of policy formulation. The lack of
local models has left most African countries with not much choice but to rely on models and
policy choices prescribed by bi-lateral and multi-lateral institutions. This has seen the same
modeling frameworks being prescribed for many different countries with different economic
contexts. The net result has been the wrong policy doses, most notably the economic reform
programmes of the late 1980s and early 1990s. In other words, a ‘same-size-fits-all’ type of
model is fundamentally irrelevant in economic modeling. The knock-on effects from policies
based on such models on the entire economy have been devastating since they have remained
unexplained and have not been captured in the models.
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Figure 1.1: Basic Steps in Econometric Model Building

- Intended purpose of the model in the real life situation;

- A priori theoretical position for example, supply, demand,
consumption, investment behaviours;

- Context specificity; and

- Availability of data and its frequency.

- Deterministic variables, such as constants and time trends, are
always exogenous;

- Foreign variables in modeling a domestic sector are
usually regarded as exogenous;

- Fiscal variables are usually exogenous; and

- So are non-economic variables, such as rainfall.

- Large amount of variables are broken down into blocks of
variables, such as: real demand variables, price indexes,
labour market variables, etc

- Influences across these blocks or sectors then may run in both
directions.

- Selection of econometric technique to be used for estimation;

- Equation specification search;

- Functional forms, such as linear or double-log specifications;
and

- Passing several diagnostic tests.

- Linear estimations are the basic form;

- Non linear models are linearized first by taking logs before
estimation; and

- Least squares methods of estimation and their variants remain
the most common.

STEP 6 - Predict the endogenous variables from future values of
: exogenous and independent variables;
For?caShng an.d - Forecasting can be within-sample or out of sample forecasting;
POhCy AnalYSIS - Use model results to inform policy.
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15 It can be noted that many African countries do not have their policy making process
supported by economic models, despite the growing world trend of an improvement in the
construction and use of economic models. Economic models have also not only increased in
their usage, but have also increased in complexity, mainly being driven by the diverse nature
of economies in the modern era. These complexities have reduced even further, their usage
in most African countries, mainly due to lack of capacity by these countries to both come up
with relevant models and to use them more effectively. Many African countries are
confronted with the lack of well-trained professionals capable of preparing consistent models
that are relevant for comprehensive planning frameworks. This is further compounded by
lack of requisite data for modeling purposes, leaving the option of building a model being
solely based on data processed as estimates.

1.4 Regional Developments in Economic Modeling

16 Most African countries face major constraints in economic modeling. They face both
financial constraints to sustain economic modeling as well as the requisite skills to pursue
economic modeling. This puts a severe constraint to economic modeling, especially on the
selection of the ideal model to capture certain economic behaviour. There are two basic
issues that arise from this, namely the best type of model among other types of models, and
which model within that specific group of models. This arises from the fact that different
models reflect differences in the theoretical and methodological paradigms. Controversies
about model selection also reflect the debates about the competing explanations of how the
economy works and the relevant methodology for statistical inference, (Soludo C. C. 2002).

17 However, as far back as 2002 it was reported that there was government CGE
modeling capability for example in South Africa and Mozambique. Many other countries
regularly used CGE models in policy analysis but relying on consultants and non-governmental
research institutions.

18 Table 1.1 presents some of the modeling efforts in the MEFMI region.

Table 1.1: Status of Modeling and Forecasting in some MEFMI Member Countries, as at December
2011

Lesotho 1. Ministry of Finance and Development Planning and the Central Bank of Lesotho have
an Econometric Model using E-views, and

2. A Computable General Equilibrium (CGE) Model using the General Algebraic
Modeling System (GAMS).

- The Database at the Ministry of Finance is linked with the Bureau of Statistics Database.

Zambia 1. Bank of Zambia has a Bayesian VAR using E-views and,
2. An ECM Inflation Model incorporating inflation, petrol prices, exchange rate, money
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supply and output using Excel.

3. The Ministry of Finance and National Planning (MFNP) has a Macro Econometric
Model (ZAMMOD) which has well- organized data included in it and is estimated using
Excel and other econometric computer software. The model is used for forecasting and
performing simulations.

4.The MENP has a Poverty module, which is attached to ZAMMOD. This model is used
to track macro-level outcomes on poverty. It is also used to forecast poverty and to target
poverty reduction through macroeconomic interventions;

There is a time series data set of major macroeconomic variables located in the Bank
of Zambia’'s Economics Department.

The Bank of Zambia is currently pursuing the possibility of using TSA for data
storage and analysis.

ZAMMOD has a sheet (named source) which is essentially a time series data base of
economic variables from 1994.

Swaziland | 1. The Central Bank of Swaziland has a Macro Econometric Model using E-views.
2. Economic Planning and Development has the Threshold 21 (T21)-Long-Term
Forecasting Model using Vensim
e Data is from the Central Statistics Office and the Swaziland Revenue Authority.
Botswana 1. Ministry of Finance and Development Planning (MFDP) had a Small Macro Model -
Econometric, using E-Views and GAMS.
2. MFDP had a Sectoral Model, the Macro-Econometric Model for Botswana
(MEMBOT), using E-Views and GAMS.
3. MEFDP has a Computable General Equilibrium Model (CGE), BotsMod CGE Model,
using E-Views and GAMS.
4. MFDP has Inflation Targeting Frameworks (IT), using E-Views and GAMS.
5. MFDP has Financial Programming & Policy Framework (FPP), using E-Views and
GAMS.
6. Bank of Botswana has the Near Term Forecasting Model and Core Medium Quarterly

Model (structural), using E-Views and GAMS.

Source: MEFMI Member States, 2011

19 Most of these models in African countries are of a short to medium term nature,
normally matching the funding cycles of the development partners. This culture has
continued to dominate most institutions responsible for modeling in many African countries
to this day. Their over-reliance on donors for supporting the construction and maintenance
of such models has also resulted in some African countries and institutions failing to sustain
such modeling when the donors withdraw their funding. Highlighted below are some
examples of key models currently being used in the MEFMI region.
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20 Box 1.1 illustrates a prototypical example for a macro-econometric model of
national income by Granger.

Box 1.1: A Prototypical Example for a Macro-Econometric Model, the National Income Model by
Granger

Ci=ar+biYi +ec

I = as + P + en

Tt = d3GDPt + ert

Pi=as + byY¢ + fuli-1 + ep

GDP;=C + I + G

Yt = GDPf - Tt.

The endogenous variables are: consumption C, investment I, taxes T, profits P, gross domestic product
GDP, disposable income Y. Apparently, the original Granger called Y the ‘national disposable income’
out of a misunderstanding, thus excluding the government sector from the national economy. Rather, Y
appears to be a disposable income of the household and firm sectors. The exogenous variables are:
government expenditure on goods and services G and the constant.

There are four structural or behavioural equations with error terms and two identities. The economy is
closed, which is clear from the GDP definition. There are two simultaneous feedback cycles:

C depends on Y, Y depends on GDP, and GDP depends on C; T depends on GDP, GDP depends on C, C
depends on Y, and Y depends on T. Therefore, least-squares estimation will yield inconsistent estimates
of all parameters (coefficients).

By substitution, for example GDP can be expressed by the predetermined variables:

GDP; = A + G+ 2 P+ e

H H
where A = (a1 + a2) /H, H = 1-b;+b:ds, and ec: = (ect + ex — bier) /H.
Analogous substitution yields the reduced form of the system, which expresses all six endogenous
variables by predetermined variables and error terms. Note that the error structure of the reduced form
necessarily has a singular covariance matrix. The equations of the reduced form can be estimated
consistently by least squares. Econometric textbooks consider the option of retrieving estimates for the
original ‘structural’ coefficients “backward” from these reduced form estimates by algebraic operations
and call it indirect least squares. This method is rarely used in practice.

In order to forecast GDPi+1, one may use:

GDP; (1) =A+Gui + 2 P

H H
which assumes that approximations to the reduced-form coefficients A, H™!, and c;/H are available in
any case, either from least squares on the reduced form or from two-stage least squares on the structural
model and simple ‘forward” algebraic operations. While P; is available at t, G+ is not. Either one inserts a
‘plausible value’ for Gu1, for example from the government’s budget plan, or one uses an additional time-
series or econometric equation for predicting G. The latter option ‘essentially completes the system by
treating G as if it were endogenous’ (Granger), that is, by endogenizing government policy. Granger
suggests ‘to use a model to forecast G and then to alter this forecast subjectively if relevant extra
information is available to the forecaster. The success or lack thereof of such adjustments clearly depends
on the quality of the information being utilized and the abilities of the forecaster who tries to use it’.
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21 Box 1.2 illustrates recent progress in macroeconomic modeling and forecasting in
the Banco De Mozambique.

Box 1.2: Macroeconomic Modeling and Forecasting in the Banco De Mozambique, 2008 to 2012

In 2008, the Banco de Mocambique asked for a second IMF Technical Assistance for further improvements
in the monetary policy framework. Proportional to the size of the model to be developed, this process
demanded additional effort towards the improvement of the database, by including other variables now
available, and to the development and analysis of economic indicators, essentially, indicators of economic
activity (the real sector). These efforts resulted in several meetings and agreements at different levels with
the Instituto Nacional de Estatistica (the National Statistical Office), and with different other institutions
and companies considered as important sources of economic statistics and information. Notwithstanding
the significant advances made in developing this range of indicators of economic activity and inflation, it
is important to note that the availability of data is still a concern for further improvement of the model.

With this mission of Technical Assistance, the Banco de Mogambique has developed a small, semi-
structural core macroeconomic model for Mozambique’s economy that follows, according to Roger, Lima
and Minella (2008)?, the basic structure of other central banks” models, but with some specific features of
Mozambique’s economy. Basically, as described by these authors, the model contains an IS curve for the
output gap, a Phillips curve for CPI inflation, and a money demand equation, which is linked to the
monetary instrument (base money) via the money multiplier. Formally, the model has:

Output gap equation (IS curve):
= ~ ~ * * y
Ve = /Blyr—l +132Etyt+l _ﬂ3 (rt =0 )+ ﬂ4 (Zt—l ~Zi )+ &y
Where: V, = output gap

7, = real interest rate

r,* = equilibrium real interest rate

z, = real exchange rate

* o1 .
z, = equilibrium real exchange rate and

&’
¢ = shock to output gap.

This equation captures two transmission mechanism channels: the direct effect of the interest rate on
economic activity and the effect of the real exchange rate on output via net exports.

Inflation equation (Phillips curve):
= (1-a)E R )+l
=007 T\ =0 )BTy 0y, HO\Z, =2 )T

Where:

7, = inflation rate

t+1

Y, = output gap

' Roger, Lima e Minella (2008), Strengthening Monetary Policy Formulation and Implementation. IMF’s
Technical Assistance Report.
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z, =real exchange rate and

&/ = shock to inflation.

The Phillips curve is the cornerstone of central banks” models. It captures the driving forces of inflation.
The output gap term reflects the effects of the economy slackness on prices. The exchange rate term
change captures the direct pass-through to tradables goods prices. This term could also be modeled as the
nominal exchange rate change plus foreign prices change (with the corresponding change in the
coefficients). The lagged inflation term reflects the stylised effect of the high degree of inflation
persistence observed in the data. This sluggishness could reflect several factors, such as backward-
looking behavior or institutional arrangements (such as indexation). The expected inflation term captures
the forward-looking nature of pricing decisions. The presence of some price rigidity or costs to adjust
prices turn firms extremely forward-looking when adjusting prices. Thus, it is necessary for them to make
an assessment about future inflation values.

Considering that monetary policy of the Banco de Mocambique is based on a monetary targeting regime,
there are two equations. The money demand equation:

(m,‘/ —p,)= Ay, — Aqi,,

Where: (mld = pt) is the real demand for money
y, = output, and
i, = nominal interest rate

And the money supply equation:
m, = 70,

Where: m; is money supply, and

b: is the monetary base target.

These equations in the system capture the first round in the transmission mechanism for monetary policy.
Changes in money supply lead to changes in the interest rate, which in turn affects the other variables in
the economy. In this specification, the central bank targets monetary base in order to affect money supply
in the economy (via the money multiplier y ) and consequently, the interest rate.

The model was designed in an environment that allows conducting two kinds of monetary policy
analysis, one where changes in the money base affect the interest rate and thus, the other macroeconomic
variables; and the other, where the operational instrument is the interest rate.

The model has bin in use by the Banco de Mocambique since December 2009, to produce forecasts for four
quarters ahead, and since the second quarter of 2011 we have increased the horizon for up to eight (8)
quarters. Our model has been performing accordingly since the deviations of our forecasts from the
actual values have been very small.

Source: Banco de Mogcambique, 2011
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22 Box 1.3 presents Kenya’s ‘KIPPRA-Treasury Macroeconomic Model (KTMM)’ as an
example of some of the best practices in modeling in the region.

Box 1.3: KIPPRA-Treasury Macro Model (KTMM) - Kenya
Structure of the Model

The KIPPRA-Treasury Macroeconomic Model (KTMM) is an aggregate supply/aggregate demand type
of macro model of a market economy, and it describes the behaviour of market actors. It consists of
equations not only from demand the side but also from supply. The model was developed by KIPPRA to
analyze the effects of the economy on the Budget of the Government as well as the other way round: the
effects of the Budget on the economy. It is a simultaneous model based on the national income accounting
identity. The model is demand driven in the short-run, with multiplier effects through consumption and
investment. An important assumption of the model is that any demand is met, that is, it is assumed that
the price system ensures that there is always some excess capacity in the economy. High demand leads to
high capacity utilisation rates of capital and low unemployment rates, however, which lead to wage and short-run
price increases. With the important further assumption that the resulting inflation will decrease the
competitiveness of exports, causing a reduction in exports and then lowering investments. In this way, the
model has a tendency to return to equilibrium with ‘normal” capacity utilisation and unemployment rates
in the medium and long run.

These main feedback mechanisms in the real economy work through the wage-price spiral and also the
real exchange rate. For instance, an increase in aggregate demand raises labour demand, reduces the
unemployment rate, raises wages and starts a wage - price spiral. The resulting inflation causes a real
appreciation, a reduction in competitiveness and a reduction in exports. The drop in exports and
investment reduces demand again, until equilibrium is restored. An important point to note is that even
though total demand may be stabilised in this way, the feedback mechanism may well change the
composition of demand. For instance, if the original increase in demand came from an increase in
government spending, the net result will be a shift from exports and investment to government spending,
resulting in a government deficit and a current account deficit.

Sheets of the Kenya Macro Model
The KTMM is an Excel-based model. The Excel file with the Model consists of:

1. Sheet MANUAL: contains a detailed manual organised in blocks and details the design of the
consistency framework, discusses every sheet of the model, calibration results of all semi-behavioural
equations, explains the specification and coefficients of all behavioural equations, how to run a
simulation, gives the sources and literature list, and discusses the activities performed during the
construction stage of the model.

2. Sheet HELP: gives variants for a number of variables, ready to be used in all kinds of combinations of
variables and years.

3. Sheet SOURCE: contains the information about macro time series data that were gathered from several
sources. Column A gives the name of the time series, column B the unit and column C and D indicate
the source. Column E and subsequent columns display calendar years, starting with 1971. These
columns contain the values from the different sources. This sheet does not contain any formulas.

4. Sheet MODEL: its North-west quadrant contains cells with values of the so-called primary variables
for the years in the past. All these values are calculated by formulas or references only using
information from sheet SOURCE. The North-east quadrant contains formulas that calculate future
values for the primary variables. The cells in the Southern part of the sheet Model contain help
variables (also called auxiliary variables) their value is calculated by formulas using only information
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from the primary variables. These help variables are used as explanatory variables in the (semi-)
behavioural equations. So the time series in sheet MODEL contain all time series that are needed to
estimate the behavioural equations and to calibrate the semi-behavioural equations. Sheet MODEL
does not contain any input of values (other than calculated by formulas or references to sheet
SOURCE. In column C of sheet MODEL, you can click in each row (variable) to go immediately to the
relevant part of sheet Manual where you will find background information concerning that variable.
The scheme of the KIPPRA-Treasury Kenya Macro Model (KITMM) is as shown in the Table below:

Main worksheets of Kenya Model

5. Sheet HISTAN contains time series data and graphs to analyse the relation between variables.

6. Sheet OUTPUT contains the output of the key variables (in calendar years). All output variables are
calculated using values from sheet MODEL and no other sheet.

7. Sheet FY contains the same information as in sheet OUTPUT for Calendar Years for the Central

Government also for Fiscal Years.

Sheet THEORY contains the text of the theory behind the behavioural equations.

9. The sheet CALIBRATION contains for each (semi) behavioural equation a graph with a comparison of
the actual figures of the historical time series, and the simulations based on the forecasting formula,
using the realised, actual figures for the explanatory variables.

10. The sheet TAX contains the calculation of the average marginal wage tax rate, based on the tax rates
per bracket and a division of wage earners to income brackets.

11. The sheet MICROEXPORT contains micro data for tea and coffee, to be used for the break- down of
the export equation

12. The sheet ADD-FACTOR contains the add-factors that are in use in the (semi) behavioural equations
in sheet MODEL.

13. Sheet sectors give a breakdown of forecasts to production growth of sectors of industry.

14. Sheet IMF OUTPUT gives some of the output variables in IMF format.

15. Sheet decomposition gives a breakdown of the forecasts for main variables to the contribution of each
explanatory variable. This sheet makes analyses of forecasts and variants easier.

16. Sheet MONITOR gives monthly information concerning CPI etc. and a calculation scheme to judge
the plausibility of the forecast of the running year, given the already available monthly figures and
trends.

17. Sheet LOGBOOK is used to document all changes in the model that are brought into the most recent
official version of the model.

©9

Source: website at: http,//www.micromacroconsultants.com/Engels/Downloads/Downloads; Micro-Macro Consultants, the
main consultants who helped KIPPRA to develop the model.

23 Box 1.4 presents the IMF Polak Model as an example of some of the international
best practice in macroeconomic modeling.

Box 1.4: The IMF Model - the Polak Model

The Polak model was the main framework the IMF applied in its stabilisation program for developing
countries. The model essentially consists of four equations: two identities, one for nominal money supply
as a function of domestic credit and official foreign exchange reserves, the other for the relation of official
reserves to current account and capital inflows; a behavioural equation for nominal demand for money as
a function of changes in nominal income (ignoring other determinants of money balances such as interest
rates and wealth); and an equilibrium condition, which assumes that the money market is in flow
equilibrium and equates changes in nominal money supply to changes in the nominal demand for
money. The main use of the Polak model was to assess the effects of changes in domestic credit on the
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balance of payments. The model has a number of limitations. These include the assumption that changes
in domestic credit have no effect on the determinants of money demand such as real income or domestic
interest rates and the fact that it largely ignores the real side of the economy, concentrating on the
external sector through its focus on balance of payments. The model is also limited in its application to
economies with regimes of fixed exchange rate and from the inherent closure where exports and capital
flows are treated as exogenous. The exogeneity of exports is realistic if the exchange rate is fixed, but
where the exchange rate is flexible, exports have to be endogenous.

The Polak model has been extended to address some of the limitations inherent in the original
formulation. One such extension is by Khan et al. (1990), which distinguishes explicitly between changes
in real and nominal output and the sources of credit growth. Domestic credit consists of credit to the
private sector and the government. Capital inflows are both private and public. Foreign direct investment
intended for the private sector is distinguished from foreign borrowing mainly by the government. A
significant extension to the original Polak model is the introduction of the government sector through a
government budget constraint. This extension is appropriate in the sense that the balance of payments
problems addressed by the original Polak model arise as a result of the difficulties encountered in
financing the fiscal budget balance. The government budget constraint relates the budget deficit to
foreign borrowing and changes in Central Bank credit. A limiting assumption in this extension is that the
government cannot borrow directly from the domestic private sector through bonds. Despite the various
extensions, the model has the acknowledged limitation of assuming that the economy produces one
domestic good, which is used for both domestic consumption and exports. A more appropriate
framework for developing economies would distinguish between exportables, non-tradables and
importables.

Source: Karingi and Ndungu (2000)

24 Box 1.5 presents the World Bank Revised Minimum Standard Model (RMSM) as an
example of some of the international best practice in macroeconomic modeling.

Box 1.5: The World Bank Revised Minimum Standard Model (RMSM)

The World Bank’s revised minimum standard model (RMSM), is a real economy model whose objective
is to make explicit the link between medium-term growth and its financing. The model has five
relationships: an equation relating the desired level of investment to the change in real output; an imports
equation; a private consumption equation; the balance of payments identity; and the national income
identity. The target variables in the model are change in official foreign reserves and change in output. In
the macroeconomic closure, exports are treated as exogenous. Key policy instruments are government
expenditure, tax revenues and change in net foreign borrowing. This model is described as a trade gap
model since the treatment of real output as a target variable essentially fixes imports and, given
exogenous exports, the trade balance is fixed. The trade gap framework works well if policy-makers have
sufficient control over capital inflows. Because of the foreign borrowing limits that economies invariably
face, a savings gap framework of the same model is used. Where both the trade gap and the savings gap
are binding constraints, RMSM becomes a two-gap model, and the solution depends on which constraint
is more binding.

A main criticism of the two-gap RMSM is that in determining the financing requirements for alternative
target rates of output growth, one cannot tell, a priori, whether the savings or the trade constraint will be
binding. A second criticism, and one that is more serious in applying RMSM, is that it fails to incorporate
the financial sector of the economy. The government sector is also minimal in the model while the
exogeneity of prices is a major limitation. The original RMSM has been revised further to what is now
called RMSM-X. It combines the extended Polak model with the Bank’s RMSM model.
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The improvement in RMSM-X is that the financial sector component is incorporated through the
extended IMF model. Endogenising the prices in RMSM-X is a positive attribute. Nevertheless, RMSM-X
still suffers from the limitations of the two models underlying it: the rudimentary nature of the financial
programming model and its failure to include many important features such as bond financing of fiscal
deficits; its failure to incorporate a labour market; and the use of an inflexible production function on the
supply side. Different closure rules normally solve RMSM-X: normative, positive and policy closures.
Whereas this makes the model versatile, it has a general weakness in that it is usually solved recursively,
ignoring the simultaneous nature of key macroeconomic variables. The recursive solution to the model
does not allow for explicit consideration of the relationships among variables.

Source: Karingi and Ndungu (2000)

1.5 Macroeconomic Modeling Challenges and Constraints Experienced by
MEFMI Member States
25 MEFMI member states are at different stages of macroeconomic modeling, with efforts

under way to build both small-to-medium, as well as large econometric and computable
general equilibrium (CGE) models.

26 The most common computer platform being used are E- views, Excel, and General
Algebraic Modeling System (GAMS), (particularly for Computable General Equilibrium
Models).

27 Macroeconomic modeling efforts in the MEFMI region are encountering many
challenges, which if not addressed by member states, constitute serious risks to the success
of the MFM. Some of the challenges are generalised in the region, whilst others are country
specific, and these include:

(i) Shortage of modeling staff
- General lack of modeling capacity;
- High staff turnover of staff who are knowledgeable in modeling techniques;
- Modeling staff shortages, they are few in each modeling unit.

(ii) Computer software challenges
- Computer software problems including limited econometric software packages;
- Need for more computer programme licenses;

- Inadequate knowledge of advanced Excel and other computer software packages
required for modeling.
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(iii) Data challenges

- Data series not long enough;

- Data gaps, including data unavailability;

- Unavailability of reliable, high frequency and timely data;

- It is difficult to accurately compare model forecasts and actual trends due to the use of out-
of-date GDP bases, when the structure and composition of the economy has changed;

- Data bases are not centralised and in most cases they are kept by model builders on their
personal computers, and when they leave employment, they go with the data and the
model.

(iv) Overall modeling skills challenges
- Models not producing expected economically meaningful results;
- Lack of sustainability of the models developed;
- Dependency on external international consultants.

(v) Institutional and coordination challenges
- Team members based in different institutions and working on different models;
- Lack of coordination of the modeling efforts within each country; and
- Generally, coordinated modeling teams are non-existent in the countries, yet modeling
requires serious monitoring to succeed.

28 If the MFM is to be useful in the region, MEFMI member states will need to commit
significant resources towards the macroeconomic modeling agenda in the region, in an effort
to resolve the highlighted challenges.

1.6 Evolution of Macro - Models

29 Economic modeling is not an entirely new phenomenon. It is an area that has for so
many years received little attention, especially by policy makers. Modeling has an interesting
history of more than half a century, having initially been a way to implement Keynes’
General Theory, which was demand-driven emphasising the output, employment and wage
trade-offs. As time went on, there were some modifications to try and introduce some
alternative paradigms that were coming up such as the Monetarist view which emphasised
money supply’s role in inflation, New Keynesian approach which emphasised rational
expectations, imperfect competition and sticky prices; and the New Classical supply-driven,
rational expectations approaches (Bodkin, Klein, & Marwah, 1986a).

30 According to Bautista (1988) and Capros, Karadeloglou, and Mentzas (1990), there
are basically two types of macroeconomic models: (i) macroeconometric models (MEMs), and
(if) computable general equilibrium (CGE) models.
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31 The distinction between MEMs and CGE models can be related to the time horizon. The
early CGE models involve comparative statics. In comparative statics, one starts from a base
solution or scenario (also known as a counterfactual), then one of the exogenous variables or
parameters is altered and the model calculates the new values for the endogenous variables.
The comparison of the two sets of values of the endogenous variables suggests the estimated
economic impact of the change in policy (intervention). The path taken by variables of interest to
move from one equilibrium point to another is not of importance here, only the comparison
of the two equilibria. Dynamic analysis, on the other hand, is concerned with looking at the
path from one equilibrium to another. More recently, some CGE models, for example, Dixon
Malakellis (1995), involve a dynamic adjustment process which can be used for short-term (3-
5 years) and medium-term (5-7 years) analysis. MEMs provide information on the dynamics
of the adjustment process, which is useful for short-term policy analysis.

32 Challen and Hagger (1983, pp. 2-22) classifty MEMs into five categories: the
Keynes-Klein (KK) model, the Phillips-Bergstrom (PB) model, the Walras-Johansen (W]J)
model, the Walras-Leontief (WL) model, and finally the Muth-Sargent (MS) model. See
Table 1.2 for the key features of each of these five categories of MEMs.

Table 1.2: Key Features of the Different Categories of Macroeconometric Models (MEMs)

Macroeconometric Model Key Features

Category

1. The Keynes-Klein (KK) The main purpose of the KK model is to explain the Keynesian demand-
model oriented model of macroeconomic fluctuations. This model deals with

the problems of short-run instability of output and employment, using
mainly stabilisation policies. The basic Keynesian model has been
criticised for not considering the supply side including production
relations. Furthermore, this model does not give sufficient attention to
the role of the money market, relative prices and expectations.
2. The Phillips-Bergstrom The second type of MEM, the PB, emerged in literature when Phillips
(PB) model (1954, 1957) used both Keynesian and Neoclassical theories within a
dynamic and continuous time model to analyse stabilisation policy. The
PB model is also a demand-oriented model. Generally speaking, the PB
model mainly employs differential or difference equations to estimate
the structural parameters of a stochastic model. Thus, in this approach
the steady state and asymptotic properties of models are examined in a
continuous time framework. However, this method is difficult to
implement especially for large scale models.
3. The Walras-Johansen The WJ, is mainly a multi-sector model. Walras (1954) postulates that the
(WJ) model economy consists of various inter-dependent markets, which reach an
equilibrium state by the profit maximising behaviour of producers and
utility maximising actions of consumers in competitive markets. The
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various sectors in the W] model are linked together via their purchases
and sales from, and to, each other. The W] model is highly non-linear
and uses logarithmic differentiation.

4. The Walras-Leontief The WL model, has been more widely considered as the most

(WL) model appropriate MEM for developing countries (Challen and Hagger, 1983).
The WL model is an example of a general equilibrium system. This type
of modeling incorporates an input-output (IO) table into the Walrasian
general equilibrium system. By using an IO table, given the values of the
sectoral, or aggregate, final demand components, the sectoral output (or
value added) can be obtained.

5. The Muth-Sargent (MS) The MS, is based on the evolution of the theory of rational expectations.

model The MS model is very similar to the KK model with regard to being
dynamic, non-linear, stochastic and incorporating the use of discrete
time. One of the distinguishing features of the MS model pertains to the
formation of expectations. In this model, the formation of expectations is
no longer a function of previous values of dependent variables. In fact,
the expectation variables are not observed values, but can be obtained
when the complete model is solved. By highlighting the role of the
supply side and expectations in this model, the New Classical School
aims at interpreting the inadequacy of demand management policies. On
these grounds, Sargent (1976) devised a forward-looking MEM. Variants
of this model indicate that there is no trade-off between inflation and
unemployment in the short term, which is in contrast to both the
Keynesian and Monetarist modeling perspective.

Source: Constructed from Diebold Francis X, University of Pennsylvania and the National Bureau of Economic Research
(NBER), 1997.

33 The economic impact of policy depends upon a number of interrelated factors: the
specific policy and production technology employed; the sector’s embeddedness to the rest
of the economy, through its demand for local resources; the extent to which new activity is
created etc. These issues can be analysed using multi-sectoral economic models. Three well
known economy-wide approaches are the Input-Output (IO), Social Accounting Matrix
(SAM) and Computable General Equilibrium (CGE) modeling frameworks.

34 IO models were pioneered by Wassily W. Leontief in the early 1950s. However it
has been noted that early antecedents of input-output models date back to the 18th century
in the writings of Francoise Quesnay (Isard, 1960). Input-output models were extremely
useful to the central planners of communist regimes and have become the staple for impact
analyses throughout the world.

35 SAM's were originally developed at the “Cambridge Growth Project” in
Cambridge, UK, which developed the first SAM in 1962 (Stone and Brown 1962). They were
built as a matrix representation of the National Account, and came to the World Bank with
Graham Pyatt in the 1960s.
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36 CGE models are primarily based on neoclassical theory of general equilibrium, first
formulated by Leon Walras in 1877 and later formalised by Arrow and Debreu (1954) and
McKenzie (1954, 1959, 1981). The model seeks to explain production, consumption and prices
in a whole economy in which agents respond to relative prices as a result of profit and utility
maximising behaviours. Markets simultaneously adjust relative prices in order to reconcile
endogenous supply and demand decisions, and thus, determining levels of production and
consumption. Although most of the equations feature rigorous microeconomic foundations,
the behaviour of economic agents must be consistent with the macroeconomic framework.

37. Diebold Francis X (University of Pennsylvania and the National Bureau of
Economic Research (NBER, 1997) provide a good evolution of both structural and
nonstructural macroeconomic forecasting. The starting point is tracing the rise and fall of the
structural Keynesian system-of-equations paradigm, into assessing the long-running and on-going
progress in the non-structural tradition, ending with an assessment of the rise of modern
dynamic stochastic general equilibrium (DSGE) macroeconomic theory, its relationship to
non-structural methods, and its implications for a new structural macroeconomic forecasting.

1.7 Criticisms of Macroeconometric Modeling and their Responses

38 From the 1970s onward, macroeconometric modeling was criticised predominantly
on academic grounds. According to Pesaran (1995), the major criticisms of the traditional
MEMs based on the Cowles Commission approach can be summarised in terms of six issues:
(i) forecasting inadequacy; (ii) theoretical contrasts with rational expectations theory; (iii)
structural instability (Lucas critique); (iv) arbitrary assumption of zero restrictions (i.e. causal
ordering) or the endogenous-exogenous division of the model variables in order to pass the
identification conditions; (v) the existence of the problem of unit roots and ignorance of co-
integration and (vi) the time-series properties of the data.

39 However, the Lucas (1976) critique, inter alia, had a powerful influence in
decreasing the application of MEMs for policy analysis. The Lucas critique led to a new area
of research, which is referred to as analysis of “deep structural parameters” (Fair, 1987). It is
mentioned that under alternative policy formulations, because all the economic agents base
their decisions on the full information, “any change in policy will systematically alter the
structure of econometric models” (Lucas, 1976, p. 41). Therefore, it is highly likely that the
estimated coefficients of a MEM will vary as a result of agents anticipating and knowing
policy measures. Consequently, Lucas rejects the use of MEMs for the policy analysis.
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40 On the contrary, Intriligator et al. (1996) assert that MEMs are useful in structural
analysis, forecasting and policy evaluation provided that they are subjected to some parametric
tests prior to and after the release. The tests they recommend, which are of paramount importance
in evaluating the validity of MEMs, can be classified into two major categories: testing for
individual equations of the model and testing for the full model (system) as a whole.

41 The first category, which will be emphasised in this Manual consists of four sub-
tests as follows:
i.  The standard t and F tests to check for the statistical significance of the
estimated parameters;
ii.  Testing for the expected theoretical signs of the estimated parameters;
iii.  Diagnostic tests for checking various violations of the classical linear
regression model such as normality, autocorrelation and serial correlation,
heteroskedasti-city, functional form, etc.; and
iv.  Checking for the stability of the estimated equation over time.

1.8 Lessons Learnt

42 After more than half a century of macro-modeling, the question arises of, what are
the main lessons that can be learnt from past experience. This section discusses some of the
lessons proposed by leading model-builders.

43 According to Bodkin and Marwah (1988) and Bodkin et al. (1991), the new generation of
modelers should take advantage of the current developments to build large scale MEMs and
run various econometric diagnostic tests. These current developments consist of improvements
in computational capacity, new developments in econometric methods, new macroeconomic
theories and advances in the quality and availability of the required data.

44 Since the analysis of the economy will be more difficult when there are numerous
equations in the model, advocates of small scale modeling conclude that the small model can
explain the economy in a better way. They argue that one needs to Keep It Sophisticatedly
Simple (KISS). It is “much easier to see the forest when the trees are fewer” (Bodkin & Mar-
wabh, 1988, p. 301). This Manual is based on this principleZ.

? However, Klein (1999) argues that small models may fail capture the complex nature of an economy and this may
result in misleading policy conclusions.
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45 The main lessons from economy-wide analysis (IO, SAM, CGE) according to
Devarajan and Robinson (2002) that would be useful for policy analysis is that economic
models should have the following desirable features:

L Policy relevance: The models should link values of policy variables to
economic outcomes of interest to policy makers and useful in policy debates
ii.  Transparency: The links between policy variables and outcomes should be

easy to trace and explain.

iii.  Timeliness: Policy models must be based on relevant data, which implies
that they must be implemented with recent data if they are to be used in
ongoing policy debates.

iv.  Validation and estimation: Estimated model parameters and model behaviour
need to be validated for the domain of application of the model. That is, the
model must be determined to achieve accurate results for the domain of
potential policy choices under consideration in the policy debate.

V. Diversity of approaches: Validating results from policy models is greatly
strengthened by analysis using a variety of models and at different levels of
aggregation. Such diversity tests the robustness of the results and
the importance of assumptions made in the various approaches.

1.9 Structure of the Manual

46 The MFM is divided into two major Parts. These two major parts are presented
after the preface and the introduction to the Manual, which cover: background to the
Manual; purpose and scope of the Manual; macro models and economic policy formulation
including the modeling challenges in the MEFMI region; evolution of macro-models and
lessons learnt; regional developments in economic modeling including examples of some of
the models in use in the region; ending with the structure of Manual.

47 Part I of the MFM is divided into 4 Chapters as follows: Chapter 2 covering the
Theoretical/Logical Framework and Chapter 3 on the Estimation of the Equations of the
Blocks, (mainly step-by-step practical illustrations in E-views and Excel). The same
chapter also covers issues on data requirements including data types and frequency, data
evaluation, data gaps, inconsistencies and remedies and basic database (a “how to”
guide). Chapter 4 is on the Building of a Prototype Model, (mainly step-by-step practical
illustrations in E-views and Excel). Chapter 5 covering Other Forecasting Methods brings
Part I of the Manual to a conclusion.

48 Part II of the MFM consists of Chapter 6 on Introduction to Economy-Wide
Modeling, which basically introduces computable general equilibrium (CGE) models
starting with input and output (IO) analysis and social accounting matrix (SAM) analysis,
with examples illustrated in both GAMS and Excel.
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PART I

MACRO-ECONOMETRIC
MODELING USING TIME
SERIES DATA



CHAPTER 2

THEORETICAL / LOGICAL FRAMEWORK

In this chapter, we take the reader through
e Key Interactions between the Macro Blocks
e Description of the blocks
o Real sector Block

o Fiscal Block

21 Need for Theory in Macroeconomic Modeling

49 In this chapter, we describe the general theoretical underpinning of structural models.
This can easily be extended to general equilibrium models. The Chapter describes in detail
the different blocks of the model including the real sector block, the monetary sector block,
the external sector block, fiscal sector block and the government sector. The closure rules and
possible challenges one would encounter when modeling these blocks are also discussed.

50 Recent attempts to analyze macroeconomic activity have gone deeper to seek the micro
foundations of macro behavior. For instance, modelers have attempted to establish the behavior of
individual households and firms and how they interact in the goods market through supply
and demand forces of goods and their interaction in the labour markets and other markets.
The need for a deeper understanding of these interactions have necessitated the emphasis on
the theory that guides those relationships. Structural modeling therefore tends to emphasize
more theory to try and understand the inter-linkages between the variables under study.

51 Most macroeconomic models outline the theories upon which they are based. These
are commonly described as blocks. The blocks represent the main economic agents in the
country and the interaction between the blocks/agents defines the outcome in the economy
including unemployment levels, economic growth rates, inflation rates, etc.
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22 Choosing the Right Model to Build

52 The first task that a macro modeler would do before starting to build a model would
be to identify the kind of model that will deliver what they want. There are several kinds of
models; partial equilibrium models vs general equilibrium models, long-term vs short-term
models, quarterly vs annual vs monthly models, etc.

53 Several factors come into consideration when choosing a model. The first and most
important is the kind of policy question that the modeler wants to answer. If the modeler
wants to use the model to determine how inflation responds to changes in money supply or
the Central Bank Rate, a short-run model would be more appropriate compared to a case
where the main interest is to determine the response of government expenditure on economic
growth. Central bankers, in particular, are mostly concerned with day-to-day liquidity
forecasting and therefore may be more interested in a shorter term model. Officials from the
ministry of planning and finance on the other hand, may be more interested in long term
development planning. They may therefore be more interested in a long-term model. The
second important consideration would be the type of data available. You may want to build
a quarterly model but you do not have data on some or most of the variables in the equations
of the model. As is well known, high frequency data like quarterly and monthly data for
most variables including GDP are not available in most developing countries. It will therefore
be difficult to build a quarterly model where some of the most important variables are not
available in quarterly series. Other than data issues, you will have to choose the theoretical
basis of your model, is it Keynesian, Neo-Keynesian, demand side or supply side etc.

23 Key Interactions between Macro Blocks

54 The starting point in model building is to figure out the interactions between the
various economic agents in the economy. The interactions are normally identified in line with
the theoretical basis upon which your model is based. The interactions are normally captured
in blocks, see Figure 2.1.

55 Modelers specify interactions between blocks differently from one model to another.
This depends on the assumptions behind each block and the number and kind of behavioral
equations in each block. The figure below illustrates some of the key interactions in a
hypothetical macro model. It is important to note that the interactions as given in the figure
below may not be very exhaustive and the modeler must think about other interactions that
may be relevant for their economy.



24 Macroeconomic Modeling and Forecasting Manual

Figure 2.1: Key Interactions in a Macro Model

Real Sector Block Monetary Sector Block
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» Private consumption | Money Demand Function ‘
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{  Taylor Rule (Interest rate function) ‘
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Investments
i McCallum Rule (Monetary targeting rule) ‘
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J Exchange Rate Function l
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‘ Government consumption expenditures |— > Export Function P
‘ Government investment expenditures I:
» Import Demand Function
‘ Government revenues | T
f Export and Import Prices
‘ Government budget deficit I<
24 Description of Blocks
56 Most macroeconomics models consist of several blocks including production,

expenditure, balance of payments, government, monetary and prices blocks. They could be
also categorized into real sector block, monetary sector block, external sector block and the
fiscal sector block. Other than that, there are several behavioral equations and identities in
each block. The next sub-section gives a description of some of the possible blocks in a macro-
model. It is noteworthy that the blocks must not necessarily be as they are given here. Some
modelers merge some blocks while others disaggregate them further.

2.4.1 Real Sector Block

The real sector block may consist of consumption, and investments and their prices including
goods prices, wages and interest rates.

(A) Private Consumption function

57 There are several consumption theories that can be used to modelconsumption.
Some of these theories include;
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(@) The Keynesian Consumption Function

58 Keynes argued that ‘The fundamental psychological law is that men are
disposed, as a rule and on the average, to increase their consumption as their income
increases, but not by as much as the increase in their income’. Keynesian consumption
theory therefore states that consumption is solely a function of disposable income. That is:

C=a+py?
where,

C= Consumer expenditure, and ¢ is the autonomous consumption This is the level of
consumption when the person earns no income i.e when income was zero. f isthe

marginal propensity to consume (mpc). This is percentage of each additional income
earned that is spent. If you spend 50 percent of the increased earnings, then mpc equals to 0.5.

Figure 2.2: 45 Degree Line (Income = Spending)

Consumer

Spending 45 Degree Line where income = spending

C=a+pr?

Consumer spending rises with income - but is
normally assumed to rise less quickly than income

The relationship between current income and
spending is unlikely to be linear (as shown above)

Real Disposable Income

59 Disposable income Y is the total gross income minus deductions from direct
axation and benefits.

60 Empirically, the Keynesian consumption function is specified as;
C,=a+pY! +eg

where ¢, is the error term.
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(b) Inter-temporal Choice Consumption Model

61 This was introduced by Irving Fisher. It assumes that the consumer is forward-
looking and chooses consumption for the present and future periods to maximise lifetime
satisfaction. Consumer’s choices are subject to an inter-temporal budget constraint, a
measure of the total resources available for present and future consumption. In this
model, consumption is divided into different periods, period 1 for instance (present
period) where the person works, earns income, consuming part of it and saving part of it.
In the second period (future), the person consumes what he/she saved. Consumption in
period one is therefore equal to the income in period one less savings done in period one;
thatis; S=Y; + C; . The budget constraint facing the consumer in period two therefore is
given by;

C,=Y,+(1+r)S

=C, =Y, +(1+r\¥,-C)

Rearranging the terms gives:

(1+7)C, +C, =Y, +(1+ 7)Y,

Dividing through by (1+r) we get the inter-temporal budget constraint as:

C Y.
C,+—>=Y,+—=
I+r I+r
62 Fisher’s inter-temporal consumption theory therefore states that the current

level of consumption depends only on the present value of lifetime income and interest
rates.
(c) Relative Income Hypothesis

63 Duesenberry (1947) noted that in 1935 dissaving grew as a percentage of
income. In particular, dissaving was greater in 1935 than in the relatively prosperous year
1941. He theorized that households must sacrifice saving to maintain their highest level of
consumption. Thus:

s,_
Y; Ypeak

For simplicity, he assumes linearity, so that.

Y =C,+S, sothat lzgﬁLi and S G
Y, Y Y

Y

} so that

peak
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C =d1—a—p 2 |ly
Ypeak

If Y grows steadily, then

Y Y
L =—L =k, and
Ypeak -1

C, =(-a-bk)Y, or
C, =AY, with A=(1—-a-bk)

(d) The Permanent Income Hypothesis

64 This theory, introduced by Milton Friedman, postulates that people maximise
utility based on their permanent (expected life-time) income. They allocate their income
inter-temporally. The budget constraint is:

cl-i-ic2 =Y +
1+7r 1+r

Y, =w

e

Where q,ql are planned real receipts from human and nonhuman wealth in each period,
and w, is expected wealth. Optimization yields:

Cl = iA (}" )we

CZ =i B (I" )We

This implies that consumption depends upon income only if the income affects expected

wealth. Therefore, changes in income need not affect current consumption. We may view
yp = rwe as permanent income — what really affects the consumption decision.

c=cP+cT

y=yP+yT

Both consumption and income has permanent (p) and transitory (T) components. For
each individual agent:

cP =k(r,v,x)yP

where r is the rate of return, v is the ratio of human to nonhuman wealth (permanent
income) and x are the demographics. By summing across individuals, we have:

CP =«YP,

This implies that permanent consumption is proportional to permanent income. When
reduced to an estimable form, this becomes:
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ct=xal0Yt+ Act-1+ 6t
(e) Life Cycle Hypothesis (LCH)

65 The life Cycle consumption Hypothesis was developed by Franco Modigliani,
Albert Ando, and Richard Bloomberg. It assumes that each representative agent will die,
and knows when he/she will die, how many periods T he/she will live, and how much
his/her life-time income will be. The consumer smoothenss consumption expenditure over
his/her life, spending 1/T of his/her life-time income each period. The consumption
function implied by this logic is:

G :%[Y,' F(N-DT" + 4,
with the aggregate estimable consumption function looking like this:

C,=bY' +b,Y" +b,4,

Ando and Modigliani argue that expected future labor income is proportional to current
income, so that the function can be reduced to:

C =(b +b218)Yt1 +by4,
(B) Investment Function

66 Investment demand can be divided into private investment and public
investment. Private investment can be classified by sectors if sectoral models are
included or taken as an aggregate. Investments may be considered as a function of
capital stock in the previous period and the user cost of capital (interest rates). Corporate
profits may also be important determinants of investments since retained profits may be
used to finance investment. In addition, the capacity utilization rate may play a role as a
direct indicator of the difference between optimal and actual capacity. Adding these
elements, we get:

1. =6,+6K,  +6,r,+0,Pr+¢g,
where Pr denotes retained profits.

67 Other possible theoretical models of investments that could be used include
the Accelerator Model. The Accelerator Model attempts to capture some measure of
current business conditions (growth of the economy or lack of it), and use that to explain
the level of investment. The desired capital stock is proportional to the level of output:

th =ay,
Investment is the process of moving from the current level of capital to a desired level:

[n,t = th - Kz—l
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It assumes that whatever the capital stock ended up being last period was the level of
capital that businesses actually wanted:

K, = Krd—l =aY

This allows us to rewrite

I, = sz -K.

As

I, = sz K =aY-aY  =al,-Y)

In,I = aA)/I

(@) Cost of Capital Approach

68 Keynes argued that firms compare the expected revenue stream from the new

capital to the user cost of capital. The user cost of capital is the total cost to the firm of
employing an additional unit of capital for one period. The new capital might be funded
by borrowing, selling stock shares, retained earnings, etc. This suggests that investment
is a function of income, the cost of capital and the capital in the previous period.

1, =1,,CC.K, )

where; CC, is the user cost of capital in the current period.

If a firm invested its retained earnings or monies raised by selling stock shares, it could
earn the current interest rate. Investment will depend on the real interest rate ¢, where:
p=r—p°

where r is the nominal interest rate and p° is the expected rate of inflation. Part of the
user cost of capital is the depreciation rate .

CC=¢+0=r—-p°+o.

If the government gives a subsidy equivalent to 7, then the effective cost of capital to the
firm is

CC=(1-1)(r-p°+9).

The investment function therefore is given as:

L, =1, 07K, )

69 Thus, investment is related to the rate of change in output. If the economy is
growing rapidly, then investment grows rapidly and if the economy is not growing, then
investment slows, and net investment (after depreciation) may actually be negative. As a
result of adjustment costs and practical time-to-build considerations, the entire
adjustment to the desired capital stock may not be done in one period. The firms may
only finance a partial adjustment. Let A be the fraction of the gap between the desired and
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actual capital stock that the firms pursue. This leads to:

Or equivalently,

[n,t = ﬂ’( Yt _Kt—l)

This is referred to as the flexible accelerator model of investment.
Q) Real Sector Prices

70 A number of prices obtain in the real sector. These include the consumer
prices, wage rates and even interest rates as the price of investment goods. Several
models have different specifications for the price equations. depending on the assumed
structure of the domestic economy. Generally, consumer prices are determined mainly by
real income levels (real GDP), wage rates are determined by a number of factors
including employment levels, labour productivity, real income among other factors. We
will look at the determination of interest rates from the monetary sector.

24.2 Fiscal Block

71 Under the fiscal block, we have government revenues and government
expenditures.

(a) Government Expenditure Functions

72 Government expenditure is divided into consumption expenditure and

investment expenditure. Consumption expenditure includes both recurrent expenditures
and transfer payments. Expenditures depend on nominal GDP and other relevant
variables. Some regressions include a time trend to capture the fact that government
expenditures will not in most cases follow its determinants, but may be pre-determined,
sometimes influenced by political populism.

(b) Government Revenue Functions

73 Government revenue originates from tax and non-tax sources. Because of
substantial dependence of tax on imports, taxes are divided into import duties, other
trade taxes and internal taxes. Import duties and trade taxes are related to imports.
Internal taxes are specified as a function of nominal GDP. Similarly, non-tax revenue is a
function of nominal GDP and other relevant factors. In the government block therefore,
the only endogenous item is the tax revenues. Other sources of finance including donor
funds could also be included in the model, but these are exogenous. The main tax heads
include excise taxes, value added taxes, corporate taxes, income taxes including pay as
you earn (PAYE) and import duty.
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74 Tax estimations generally come up with tax elasticities obtained as the
coefficient £ in the functional relationship:

T=aB"¢
where T is the tax revenue, B is the tax base (GDP or value of imports depending on

which tax head is being estimated), while £ is the coefficient of interest- tax elasticity
and ¢ is a multiplicative error term. Taking logs, we have:

InT=a+pfInB+Ine

The tax elasticity / is defined as the responsiveness of tax revenues to movements in the base.

75 The proportional adjustment (PA) method is normally used to isolate the
discretionary effects from the revenue effects. Other relevant factors may be incorporated
in the models for each tax head. Also, the base may change, depending on which of the
tax heads is being analysed. For instance, if we wanted to determine the elasticities of
domestic excise taxes, the base would no longer be GDP but the value of domestic excise
taxes while the regression would include, among other things, inflation rate and private
consumption. The regression would therefore be of the form;

Excise_domestic= 1, + nexcise_value_domestic+ n,GDP+ n,inf lation+' ,private_consumption+ &€

24.3 Monetary Block

76 Monetary block consists of mainly the demand for money and the supply
for money functions. Other equations in the monetary block may include interest rates
and exchange rates, inter-bank rate, reserve equations, etc.

(a) The Money Demand Function

77 Most models start from the quantity theory of money, where money stock
depends on income (real GDP) as a transaction motive and the price level. Some mod-
els extend the quantity theory to include nominal interest rate as the opportunity cost of
holding money balances. In this case, the money demand equation would be of the form:

M _ oY _ pAi 4y
where M9 denotes demand for money Y is the real GDP and i the nominal interest rates, P
the domestic price level.

(b) The Taylor Rule (Interest rate Function)

78 According to the Taylor rule, the nominal interest rate should respond to
deviations of actual inflation rates from target inflation rates and of actual Gross Domestic
Product (GDP) from potential GDP (Taylor, 1993). It is mainly useful for the Central Banks
that target interest rates to influence monetary policy. It is specified as;
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it =7 tr, +0!(7Z't —72':)4-,8()/[ _}71)
In this equation, i, is the target short-term nominal interest rate, 7, is the rate of inflation,
z, is the desired rate of inflation, r is the equilibrium real interest rate, y, is the

logarithm of real GDP, and y,is the logarithm of potential output. Potential GDP can be
determined by a linear trend or Hodrick Presscott Filter.

(c) The McCallum Rule

79 McCallum rule specifies a target for the monetary base, which could be used
by a central bank. It is an alternative to the well-known Taylor rule and is useful for
those Central Banks that use monetary aggregate targeting instead of interest rate
targeting. The rule gives a target for the monetary base in the next quarter (McCallum,
1994). The target is:

. =m, AV, +1.5(+ Az + AY)-0.5Ax,

Where m,,,
average quarterly increase of the velocity of the monetary base over a four year period
from t-16 to t; Az?is desired rate of inflation, i.e. the desired quarterly increase in the

is the natural logarithm of monetary base at time ¢ (in quarters); Av,_,, is the

natural logarithm of the price level; AY is the long-run average quarterly increase of the
natural logarithm of the real GDP; and Ax, is the quarterly increase of the natural

logarithm of the nominal GDP from #-1 to t.

80 It is important to note that the Taylor Rule and the McCallum Rules cannot be
both used in the same model.

(d) Exchange Rate Function

81 The exchange rate in a flexible exchange rate regime is an endogenous variable.
It can appear in the external block or in the monetary block depending on the theoretical
basis of the model.

82 Some modelers have followed the classical theorists and argued that the
exchange rate is the purchasing power of the domestic currency in terms of the foreign
currency. This relationship (which by no means is not the only way to model exchange
rates) can be expressed as:

where Eis the nominal exchange rate, P9is the nominal domestic price level and P/ are
the nominal foreign prices. Taking the logarithms of above equation gives:

e=p'-p’
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where e=log(E); p‘ =log(P’), and p’ =log(P’'). This relationship is what Keynes
called the Purchasing Power Parity (PPP). Other authors have used the Dornbusch
overshooting model to derive exchange rate equations from the domestic and the foreign
money demand functions represented by:

md:pd+yd_rd_7z_d

s f

m' =p’ +y - -1

/" represents foreign money demand and m‘represents domestic money

where m-
demand, y‘represents the domestic income levels, r/ represents the foreign interest
rates while r“represents the domestic interest rates. 7’and 7z“are the foreign and
domestic inflation rates respectively. From equations above, p’ = p/ +e. Substituting the

domestic money demand equation into this we have;
e= (m" — +7zd)—(mf -y +7rf)

After collecting like terms, the equation above becomes:
o= = m o (o =y o (=)o ()

83 The equation above gives the classical exchange rate determination model,
which is basically a monetary side model because it does not consider the supply side of
the economy. Based on the interpretations of Mussa and Rugoff (1983) that trade and
current account balances are terms that allow for changes in the long run exchange rate,
several authors have incorporated the supply side to this equation using current account
balances and net capital flows.

(e) Other Important Monetary Policy Transmission Mechanisms

84 In is important for the modeler to determine which of the numerous monetary
policy transmission mechanisms work in their economy. Of particular important to test
will include (but not limited to) the following;

(.) The Interest Rate Channel

85 The interest rate channel assumes that monetary policy changes affect output
through its effects on interest rates and investments. A tight policy reduces interest rates
acting as an incentive to investments and thereby increasing output. The channel can be
characterized schematically as;

M=iT=H=v!

where M is real money supply, i is real interest rate, I is real investment and Y is real
GDP.

86 This causal structure can be estimated empirically to determine whether the
interest rate channel is effective in this economy.
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(.) The Credit Channel
87 This can work through several ways;
- The Balance-Sheet Channel

88 A tight monetary policy directly weakens borrowers' balance sheets by
increasing interest expenses, reducing net cash flows and weakening the borrower's
financial position. Rising interest rates are also associated with declining asset prices,
which shrink the value of the borrower's collateral. Lower net worth means that lenders
in effect have less collateral for their loans. A decline in net worth, thus leads to
decreased lending to finance investment spending. The balance-sheet channel can be
schematically represented as;

M = Interest expenses T= Net Cash flows Y= consumption and investments +=> GDP
or
M = Asset prices V= net worth = loans = investments = GDP

- The Bank-Lending Channel

89 Here, monetary policy changes affect commercial bank liquidity positions
reducing the amount of money available to lend as loans. This reduces investments and
GDP.

M = bank liquidity V= loans V= investments V= GDP {
- Exchange Rate Channel

90 Under a flexible exchange rate, tight monetary policy lead to a rise in domestic
interest rates vis-a-vis foreign interest rates. This appreciates the exchange rates. The
appreciation causes a fall in net exports (NX) and hence, aggregate output (Y).

M= (i-i")T=el=>NXi=vd

- Other Asset Prices Channel

91 A tight monetary policy leaves less money in the hands of the public and
therefore spending falls including spending in the stock market and in the real estate.
This decreases the demand for equities and real estate and consequently lowering their
investment in equities and real estates. This lowers aggregate income.

M = i T= Equity demand and real estate demand \= investments += output ¥
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244 External Sector Block

92 The balance of payments block may consists of several equations. This will
involve both current account side and capital account sides. The question is, how does the
current account come to equilibrium and how does the capital account come to
equilibrium? In the current account, import and export functions are the most used. These are
the equations that will determine the volume of exports and imports.

(a) Export Functions

93 Normally, exports are determined by the interaction of foreign demand, which
is a function of relative export price and the level income of the trading partners v/

e B
Pa

where e is the real exchange rate. Other relevant factors that drive exports could be
added to the export function and the function linearized by taking logs to get:

Inx= B InY' +p,In(p.+e-p,)+¢Z

where Z is the vector of other variables
(b) Import Demand Function

94 Similarly, the demand for imports is normally given as a function of the real
exchange rate, import prices, which are in most cases exogenously determined and
domestic income, normally represented by GDP. This is given as:

0
P ' -
Im=|-2%| GDP*
WPl

F,e

Inlm =06, +0, In
WPI

j+ 5,InGDP

Where WPI is the world price index and P,, is the price of imports and eis the nominal
exchange rates.

(c) External Sector Prices

95 Most models also have import prices and export prices endogenously
determined. Import prices are determined by, among others, the domestic real income
while export prices are determined by foreign income.
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2.4.5 Closure Rules

96 Each of the blocks mentioned above have their own closure rules. These are
discussed below:

(a) Closure Rule for the Real Sector Block

97 In the real sector, when using the expenditure approach, the closure rule is
the usual national income accounting identity givenas ¥ =C+1+G+(X - M)

(b) Closure Rule for the Fiscal Sector Block

98 In the fiscal sector, the closure rule is the budget deficit equation where budget
deficits (def) equals to government revenues (rev) less governmentexpenditures (exp)i.e
def =rev—exp

(c) Closure Rule for the Monetary Sector Block

99 The closure rule in the monetary sector is money supply equation which states
(on the asset side) that money supply equals to the net foreign assets plus net domest-
ic assets. This must include the assets of both the central bank and the commercials
banks, i.e M*® = NFA+ NDA

100 On the liabilities side, the closure rule is that money supply equals to the
currency outside banks plus total deposits.

101 It is important to ensure that the liabilities and the asset side balance. The
reconciliation is normally done by adding the value of “other assets” to the assets side.

(d) Closure Rule for the External Sector Block

102 The closure rule in the external sector is the balance of payments identity. It
says that balance of payments equals the capital account plus current account minus the
financial account plus or minus the balancing item (statistical discrepancy) i.e.

BOP = Current Account + Capital Account — Financial Account + Balancing Item

2.4.6 Consistency Framework in the Blocks

103 The modeler must always check that the data used is consistent with the way
the data in the country is collected and used.

104 In the real sector, the consistency framework is that of the system of National
Accounting (SNA) which the country is using at the time of modeling.
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105 In the monetary sector, the data must be consistent with the monetary survey
or the banking survey data as collected by the monetary authorities.

106 In the fiscal sector, the data must be consistent with government financial
statistics (GFS).

107 In the external sector, data must be consistent with the BOP manual.

2.4.7 Possible Challenges when Modeling the Blocks

108 Each of the blocks present their own unique challenges when modeling them.
Some of these are highlighted below:

(a) Possible Challenges when Modeling the Real Sector Block

109 There are several challenges that are likely to be encountered in the real sector
block and which the modeler must take cognisance of from the beginning and think
about how to solve them. These include:

e In most countries, GDP by expenditure is different from GDP by pro-
duction. There is, therefore, need to reconcile the production approach and the expendit-
ure approach. This is normally done by adding the value of statistical discrepancy in the
GDP by expenditure series used.

e When modeling using low frequency data, one runs into the problem that
data on several variables may not be available. This includes data on wage rates,
capacity utilisation, etc.

e The available data may be under different SNAs. For instance, data up to
the year 2000 may have been collected under SNA 1993 and thereafter under SNA
2000. Reconciling this needs the input of the data collection body. It is not just enough
to reconcile by changing the base because some components of GDP may have changed
with the change in SNA.

(b) Possible Challenges when Modeling the Fiscal Sector Block

In the fiscal sector block, the following could be the possible challenges and points to note
when modeling the sector:

e Expenditure is normally difficult to model since it is not determined entirely
by the fundamentals but largely by political decisions.

e When modeling for a federal government like Uganda, laws that govern
revenue allocation to counties may complicate the modeling. The modeler must therefore
take cognizance of such issues.
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e The level of data aggregation of the revenue side may sometimes not allow the
modeler to estimate specific tax heads. For instance, if data is collected only as import
duties, it may not be possible to separate ordinary imports from oil imports. However, it
may not make much sense to estimate very small components of tax revenues, for instance,
if they do not form a significant portion of the country’s tax revenues. In this case, some
level of aggregation would be desirable.

(c) Possible Challenges when Modeling the Monetary Sector Block

e It is sometimes not possible to know all the transmission channels operating in
the country and which ones could be strong. However, this could be known by testing
them inside the model. The only thing that the modeler will need to be careful about is to
ensure that they identify all the possible transmission channels that could exist in the
country and test them in the model.

o The modeler needs to know the monetary policy framework that the country is
operating in and the monetary targets.

o Other issues which the modeler must note are; the stability of the demand for
money and the money multipliers, which normally are not known in advance and must
be determined.

(d) Possible Challenges when Modeling the External Sector Block
e In most countries, the exports data from the BOP accounts and the SNA are not

always the same. This is also true for import data. The data from the BOP accounts and
the SNA must therefore be reconciled before use.
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ESTIMATION OF THE EQUATIONS IN THE BLOCKS

Obiectives of this Chapter

At the end of this chapter the reader should be familiar with:the following:

" In-putting data.into E-views;
o Preliminary Analysis of the data;
(3 Dlagnostlcs in time Series data - Testing for" Statlonarlty

o =~ Unit roots testing
o. .= Correcting for-unit roots
= Estimation of time series data: t P

6 .~ _Estimation when ‘all data is statlonary and there are no
feedback effects (single equatlon models)

o Estimation when- data is .non-stationary and co-integrated. but
no feedback effects (error correction models)

o Estimation, when data is‘non-stationary and co-integratedand

there are feedback effécts (vector erfor correction'models)

3.1 Pre-Estimation Issues
Before estimating the equations, several factors need to be taken into consideration:
31.1 Identifying the variables to be included in the Model

110 Often, one is guided by the theory behind the equation of interest. If it is
consumption, you could start from any of the many consumption theories that you think
is applicable to your case. From the theoretical model specification, you will be able to
identify the variables that you must have in the model.

111 However, there could be some other variables that determine your variable of
interest and which are not explicitly mentioned by the theory you are applying. This is
where literature review comes in. From the literature review, one will be able to identify
the other variables that they could possibly include in the model.

112 The theoretical model is then transformed into an empirical model by including
a disturbance term.

113 Once you have your variables (generally), you may first want to look at your
data before you start the estimations just to ensure that it is clean.
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3.2 Data

114 Before forecasting, several questions need to be asked as far as your data is
concerned. Are the data “dirty”? For example, are there “ragged edges”? That is, do the
starting and ending dates of relevant series differ? Are there missing observations? Are
there aberrant observations, called outliers, perhaps due to measurement error? Is the
data in a format that inhibits computer analysis?

3.21 Types of Macroeconomic Data

115 Macroeconomic data can be classified in terms of its frequency, either high or
low. High frequency data consists of data that is available more frequently or more
regularly including the daily, weekly, monthly and quarterly data. Low frequency data, on the other
hand, is available less regularly and these include the semi-annual and the annual data.

3.2.2 Getting Data into E-views
116 There are several ways to get data into excel One method would be to copy

directly from excel and paste in E-views. Assume you have a time series data in excel in
the format below;

-
= e E Autosum -
g | = Feu- A e
Fomat Cell | Insert Delete Fomat Sort& Find& | Signand
- Shlesw | - - v | Q2Cear~  Fiter Select~ | Encypt~
ces Editing Privacy
A ) E F G H J K L ] N o 2 Q R s T
ilobs  CPISA MZRAND WAGES RGDP_GAP1
2 (200001 6419375 244218 10277634 4.393205
3(200002 6390625 2322493 12285293 697869
41200003 6395625 2237627 14225781 1291.767
5200004 6434375 2187581 16099097 1787.386
6200101  65.06875 2172356 17905243 2186.086
7200102 6613125 2191952 19644217 2488.979
8200103  67.53125 2246368 21316020 2696678
9 (200104 69.26875 2335605 22920652 2809.111
10(200201 | 73.4375 2501554 24809013 2894.208
11(200202 750125 2643676 26138943 2785.026
12(200203  76.0875 2803861 27261341 2647 667
13(200204 766625 2982109 28176207 2178.543
14120031 7514375 3368392 27889674 1042729
15200302 | 75.35625 350678 28787025 6438914
16/200303 | 7570625 3567244 29874392 36183
17/200304  76.19375 3609783 31151776 1774199
18/2004Q1  77.11663 3338617 33423439 2008149
19(200402  77.75938 333962 34759150 1685648
20 200403 | 7842188 3377012 35963171 187.3246
21200404 7910313 3450791 370356503 256 8769
22 2005Q1 | 7956313 373753 37132633 384.4031
23200502 | 8037188 3813457 38314993 547.5928
24200503 8130938 3855143 39619068 7569646
25200504 6236563 3862589 41104860 1013917
26200601 8336875 3766258 43549691 1667432
27200602 | 8473125 3733037 45087987 1886315
28 200603 8628125 3693389 46497070 2019511
29 200604  B8.01875 3647316 47776940 2068.614
30 2007Q1 9014683 3.667813 47894163 1868.677 -
W4 W[ Assumptions  AddFactors | test /%3 4T m i 3101
Ready | (=0 @ 100% (o) —0

117 From the excel sheet;
a. Note location of upper leftmost observation. e.g., B2 in the case above.
b. Note the variable names in the order in which they appear in the excel sheet.
c. Note the first and last value of the first variable.
d. Note the count (or dates for a time series data set - in this case, 1980q1-2004q4).
e. Note where the excel file is saved, whether desktop or C drive, etc. and the file
name.
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118 To move the data into E-views, you first start E-Views. There are two steps to
moving in the data; first is to create a work-file and secondly, import the data.

119 To create the work-file click: File— New — Work-file, then fill in appropriately
for your data:

; I must select the start
Workfile Create
date, the end date

Warkfile structure type Date specification and the frequency
Dated -regular frequency - Fiziisier and then click OK
Irregular Dated and Panel

workfiles may be made from Startdate:  1980q1

Unstructured workfiles by later .

specifying date and/for other Eree 2+

identifier series.
Warkfile names (optional)

WF:

Page:

W
QK ] [ Cancel ] \"\

120 Click OK, then click Procs — Import —Import from file and a dialog box appears;
E Open \ 23
. % Final Draft » Eviews MEFMI model v | +¢ W Search Eviews MEFMI model pel
Organize v New folder =~ bl @
* Name ° Date modified Type s
@ Lib
ﬂj';"a . ) 01-Get-data 10/22/2007 807 AM  EViews Program
J7 Mu:umen ] @ 02-Genr 07 8:08 AM  EViews Program
= p ::( 1 @ (03-write-assumptions 9/25/2007 10:54 AM  EViews Program 3
§‘ \f‘d e @ 04-read-assumptions 7/12/201210:44 PM  EViews Program
aeos @ 05-write-results 3/12/2007 2:45 PM EViews Program | |
. C . ) Assum 7/12/2012 419 PM Microsoft Excel 97
o ZZP(; ;r = ] Assumptions 10/31/2007 439 PM  Microsoft Excel 97
o i RECOVERY ([ cel assumptions 7/12/201211:37 AM  EViews Program
ﬁ DVh R D i ) Data 10/25/2009 4:37 PM  Microsoff b
s i eviews model 712/20121103PM  EViews
= - B NT model assumptions specifications (2006 1:00 PM Microsq L t d t d th
ot B & ouT-ADD 10/22/2007 3WSSALY_ Microsg ocate your ata an en
o > . .
&2 ~ [T m ] double click it
File name: Data ~ |Allfiles (*.*)
[[] Update default directory Open Can
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121 At this point you will be prompted to locate the excel sheet from where you
saved it. The following dialog box will then appear;

Excel 97-2003 Read - Step 1 of 3 ==
Cell Range
(@ Predefined range Sheet: test
test - =
Start cell: | SASL o ®
= 8
() Custom range =
L EE Endcell. | $E$57 @ ®
®
obsg| CPIsL MZRLND) WACES| BCD w
200001 64_15375| 2.4421796875 10277633 _.59433908 4_39320452|:|
200002 &3 _90625 2_322492B1Z5( 12285292 _6563415 697 _86903
200003 &3 _95625 2_23762656Z5 142257B0_5309753| 1291 76723
200004 64._34375 2_1875B09375 16099097 _2182922| 178738637
200101 E5.06875| 2.1723559375 17205242.7182922| 2186.08644
200102 66_13125| 2.1919515625| 19644217 _03039753| 2488 .37305
200103 &7 _53125| 2_.2483678125 21318020.1563415| 2696_6TB28
200104 69 _26B875| 2.3356046875 22920652 .09435908| 2809.11130 =
il I | b
< Back [ Next > ] [ Finish ]
122 Just click next. Then the next dialog box appears asking you to name the variable

in the first column. This is the column of the year and we name it Year.

Excel 97-2003 Read - Step 3 of 3 [=]

Import method Structure of the Data to be Imported
Dated read Basic structure

|

[Dahed - specified by date series - Frequency:

Import options

P Identifier series
<
Date series: obs
Freguency Conversion

[
Then click finish

Cancel | | <Back Next > Finish
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123 After this step, click OK and your data will be imported to E-views.
F

A Eviews - [Workfile: UNTITL... | = |[ =2 |[ 22 |

File Edit Object Wiew Proc Quick
Options  Add-ins  Window Help — |

[view | Proc| oBject| | Print [ save | Details+/-| [ show [ F
Range: 1980021 201304 — 136 obs Filter: *
Sample: 198001 201304 — 136 obs

[E]c

= cpisa

= mzrand

A resid

A rgdp_gap

= wages

El r""l Untitled J{ MNew Page _,-'r
| DB = none | WF = untitled

124 In addition to the imported series, there is also “c”, a vector for the constant, and
“resid”, a place holder for residuals after regressions are run. It is a good idea to ensure
that the data is imported correctly. You can ctrl-click each of the imported series and right
click, then open as a group to show the values of all the series as:

125 Once you “show” your series, you can click VIEW from within the GROUP
window

126 The other option would be to write a program in E-views to read the data
directly from excel.

127 To write a program, go to File from your command window, then to New Object,
Program, and a blank prompt window will appear. You can now type your commands
here instructing E-views to read your data from excel. In our case we type;

READ(b2,s=test) F:\jacob\ Assum.xls cpisa mzrand wages rgdp_gap1l

ToE

READ(b2,s= F:\jacob\Assum.xlIs cpisa mzrand wages rgdp_gap1

To read the data click "Run”

Before running, ensure the
E— excel sheet is closed

&
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128 The above command instructs E-views to read the data from a folder named
jacob in the F drive. The name of the file is Assum, saved in the 2003/2007 version of
excel (that is why we use .xls, otherwise we would have used .xl if the file was saved in a
higher version of excel). In addition, the command instructs E-views to start reading the
data from cell b2, in the sheet named test. And it instructs E-views to read the values of
cpisa mzrand wages and rgdp_gapl

129 When you run E-views, work-file will be updated with the new variables as
shown below:

A Eviews (=& =]
File Edit Object View Proc Quick Options Add-ins Window Help

UNTITLED -ox

[save[ savens| [ cut  copy[ aste [insertnit | Fina Replace [ wrap | [Encrypt |

READ(b2,s=test) F:\jacob\Assum.xls cpisa mzrand wages rgdp_gap1

[E] Workdile: UNTITLED. - o x

[vew[proc[mea] [prnt[save etas 2] snow retcnsire et cenr]sampie]

Range: 1980Q1 201304 — 136 obs Filter. *
Sample: 1980Q1 201304 — 136 obs

Bc
4 cpisa

£ mzrand
A resid
B

~ with the variables from excel

< v}, Untitled | New Page

Path = ci\users\joduor\documents | DB = none | WF = untitled

—=r = W

3.2.3 Data Cleaning and Transformations

130 In most cases, data that is used in macro modeling is normally data collected
over long periods of time, for different purposes that are not specifically modeling and
also may have been collected using very rigid data collection techniques. Thus, much of
that data is normally not controlled to suit the requirements of any form of modeling. As
mentioned earlier, data must be reconciled to conform to a single SNA, which is currently
being used in the country. In addition, it is wise to convert all the data to have one base.

131 Data transformation may also be necessary, for instance, by taking logs if the
functional form of the model was non-linear and you want to transform the data into a
linear form for use by OLS.

132 It is also important at this point to manually go through the data and plot it in
graphs to identify any outliers which could be as a result of mistakes in data entry. These
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outliers could be counter-checked to ensure that no mistakes were made during data
entry.

133 The main graphical techniques used in exploratory data analysis are, a box plot,
histogram, multi-vari chart, run chart, pareto chart, scatter plot, stem-and-leaf plot, odds
ratio and the chi-square. Other descriptive statistics could also be used to see how the data
looks like.

134 Before starting estimations, and after looking at the data, you need to remind
yourself of the question that you intend to answer. This can also help you to further
transform the data to be able to answer the questions. For instance, if you are interested in
elasticities, you will need to ensure that your data is in log form.

135 You must ensure that data is available for the kind of questions you are
proposing to study. For example, the database may not allow you to estimate regional
income functions if you are interested in regional models if you do not have regional
income data like is the case in most developing countries. In the same way, you may not
formulate questions to study the determinants of sectoral income like agriculture, fishing,
manufacturing, and services, if you do not have sectoral GDP data like is the case in most
countries in Africa and elsewhere.

136 Before estimations, and after ensuring that the data is clean, you will need to run
an initial estimation and check whether that model you have is not mis-specified. The
model could have missed some important explanatory variables, it could have included
unnecessary variables or you could have adopted the wrong functional from.

3.24 Data Frequency Conversions

137 Frequency conversion allows you to convert a series of data from one work-file
frequency to another. For example, you might have quarterly data that you want to use
together with annual data, requiring you to convert it from quarterly to annual. In E-
Views, this means that you copy a series from one page of a work-file to another page
with a different frequency. Although E-Views allows you to copy from one work-file to another
work-file, it often makes sense to perform the copy between pages of the same work-file.

138 Assuming you already have your data in an annual E-views work-file as shown
below, you can create a new page within the same work-file and rename both pages. In
this example, we use the following work-file containing Mozambique annual data from
2000 to 2011.
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E EViews - [Werkfile: MOZAMBIQUE MODEL - (c\users\joduer\desktop\moza,

File Edit Object View Proc Quick Options Add-ins Wj Right-click here to
[V\ewlProclObjectl [Print[Sa\reIDetailsﬂ-] [ShowIFetch[StoreIDel{

rename the work-file

Range: 20002011 — 12obs
Sample: 2000 2011 — 12obs

to Annual data

BElc

R cons
BA cpimoz
i cpisa
§A cprft
BA ex

i gdpsa
A globepi
84 imp
& inv

£ m3

A mzmusd
A mzrand
A mzusd
kA rer

&A resid

A rev
fA rexpp
A radp
A tol
kA wages

Workfile Page Mame | 3 |
Mame for page
Annual_data . .
0K Cancel —

< 'y untitled | New Page /

Path = c\users\joduor\documents | DB = none = 'WF = mozambigue model

139 Then click on the “New page” and E-views will ask you to “Specify by
Frequency/Range”. When you click on that, a new dialog box pops up, asking you to
specify the frequency of the new page.

Click on the drop
down icon here and

Worlkfile Create

Workfile structure type

choose quarterly

Date spedfication

Dated - regular frequency - Frequency: |Quarterly

Irregular Dated and Panel
workfiles may be made from Startdate:  2000q1
Unstructured warkfiles by later

End date:
spedfying date and/or other 2

identifier series.

Warkfile names (optional)
WF: MOZAMBIQUE MODEL

Page:

2011q4

Choose q1 for the start

of the series and g4 for

the end of the series
then click OK

oK J [ Cancel
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140

And you have your quarterly page, which you can rename in the same way that
you did with the annual page.
P =]
A Eviews - [Workfile: MOZAMBIQUE MODEL - (c:\users\joduor\desktop\moza.. [ = || & |[ 2= |
File Edit Object View Proc Quick Options Add-ins Window Help A

[ViewIPmchbject] [PrintlSav&IDetailH!—] [ShowIFetchlStoreIDeleteIGenrlSample]
Range: 200001 201104 — 48 obs Filter: *
Sample: 200001 201104 — 48 obs

Blc

fA resid

¢ Note the change in the number
of observations to 48 from 12 in
the annual page

e The page is named Quarterly

L] r;l Annual_data :l-l Quarterl]rj{ New I:’Elge,-J

Path = chusers\joduoridocuments | DB = none | WF = mozambique model

141

You can click again on the “New Page” and create a monthly work-file

Worlkfile Create

[=]

Workfile structure type Date spedfication

Dated - regular frequency Frequency: |Monthly Kk 7

Irregular Dated and Panel

workfiles may be made from Startdate: 2000m1
Unstructured workfiles by later ’
spedifying date and/or other Eriine 2011m12

identifier series.

Workfile names (optional)
WF: | MOZAMBIQUE MODEL

See the change in the
frequency and the change in
the start and end dates.

Page:

oK Cancel
]|
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142 When you click, OK you get:

FA Eviews - [Workfile: MOZAMBIQUE MODEL - (c\users\joducr\desktop\moza... | = || = || 22 |
J p

File Edit Object View Proc Quick Options Add-ins Window Help _ =X
[\JiewIProclObject] [PrintISavelDetails+!-] [ShowlFetchlStorelDeletelGenrlSamplel

Range: 2000M01 2011M12 — 144 obs Filter: *
Sample: 2000M01 2011M12 — 144 obs

Blc

&A resid

4 r\ Annual_data J{ Quar‘terly}\ Monthly,{ New Page;lr

Path = chusers\joducridecuments | DE = none | WF = mozambique model

143 The monthly work-file has 144 observations up from 48 in quarterly form.

144 The work-file now has three pages - an Annual page, a Quarterly page and a
Monthly page. The annual page contains annual data. We only obtained the annual data
and want to convert it to quarterly and monthly. To do this, we select the Annual page,
Ctrl-click the all the variables and select copy:

EA Eviews - [Workfile: MOZAMBIQUE MODEL - (ci\users\jeducridesktopimoza... | = || & |[ &2 |
File Edit Object Wiew Proc Quick Options Add-ins Window Help L m X
[\Jiewl Procl Dbject] [ Print[ Savel Details+,.i-l [ ShowI Fetch l Storel DeleteI Gean Sample]
Range: 2000 2011 — 12 obs Filter: *
Sample: 2000 2011 — 12 obs
[Blc £A rev
£ cons £A rexpp
A cpimoz A rgdp
& cpisa A thi
A cprit A wages
R ex
&4 gdpsa
& alobopi
&4 imp
A inv
£ m2 (
d . Q
% mﬂﬁﬁ o Ctrl-click all the variable.
d 9 q
% e e Do not click on ¢ and resid.
£ resid o After highlighting all the variables, put the cursor
< +! Annual data { Quarterly / anywhere inside the highlighted variables and right
| Path—ichus click then copy
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145 We then select the quarterly page, right click in some of the white space, and
select Paste Special. This brings up the paste special dialogue:
F . |
Paste Special |
Paste cons as Frequency conversion options
Pattern: * High to low frequency method
[Speciﬁed in series V]
Mame: cons
Mo conversion of partial periods
P_aste & Low to high frequency method
e Series (by Value) [Speciﬁed in series V]
@) Link
Merge by
(@) Date with frequency conversion
() General match merge criteria
| ok | | okteal | [ cancel | | cancelal |
146 The "Pattern" box allows you to specify the name of the variables that will be used in

the destination page. If you want to keep the same name as the original series, just leave
that box as it is (i.e. with a "*" in it).

147 Following that, you have a choice whether to paste as a "Series (by Value)" or as
a "Link". If you choose to paste as a Series, then the copy will be a one-off event. The
Quarterly page will have a snapshot of the annual data at the time the copy was done. If
you choose to paste as a Link, the data in the Quarterly page will permanently be linked
to the data in the Annual page - that is whenever the data in the Annual page changes, the
data in the Quarterly page will also change.

148 The right hand side of the dialog allows you to specify the frequency conversion
options. There are two sets of options - "High to low" and "Low to high". If your source
page has a higher date frequency than your destination page, you should set the "high to
low" options. If your source page has a lower date frequency than your destination page,
you should set the "low to high" options.

149 Since we are moving from annual to quarterly, we are moving from a lower
frequency to a higher one, and so should set the "Low to high" options:
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150

Paste realgdp as Frequency conversion options
Pattern: = High to low frequency method
[Speciﬁed in series v]

Mame: realgdp
Mo conversion of partial periods

Paste as Low to high frequency method

() Series (by Value) e -
@ Link

Constant-match average

Merge by Constant-match sum

_ i i Quadratic-match average
(@) Date with frequency conversion Quadratic-match sum
(") General match merge criteria Linear-match last

Cubic-match last
Mo up conversions

[ ok ] [ oxwar | [ cancel | [ cancelal |

Constant-match average: This simply repeats the low value for each of the high
observations. i.e. each quarter in 2000 will have the same value as the annual value
for 2000.

Constant-match sum: This simply repeats the low value divided by the number of
observations in the high page. i.e. each quarter in 2000 will have the annual value
for 2000 divided by 4 (since there are 4 quarters in a year).

Quadratic-match average: This performs a proprietary local quadratic interpolation
of the low frequency data to fill in the high observations.

Quadratic-match sum: This performs the same proprietary local quadratic interpolation,
but this time the low frequency data is divided by the number of observations first.
Linear-match last: This inserts the low observation value into the last period of the
high frequency data, then performs linear interpolation on the missing values. i.e.
2000Q4 will be given the annual 2000 value, 2001Q4 will be given the annual 2001
value, then linear interpolation will fill in 2001Q1, 2001Q2, 2001Q3.

Cubic-match last: This is the same as linear-match last, but rather than linear
interpolation, a cubic spline is used for the interpolation.

We can choose “quadratic-Match average’ in our case for illustration purposes.

But ideally, one should copy each variable at a time and chose the appropriate interpolation
method for that variable. For instance, you can choose Linear-match last for GDP which
means that you are assuming that real GDP grows at a linear rate throughout the year.
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151 We then paste a link. Once we hit OK, you can see the series has been copied to
the Quarterly page:

E EViews - [Workfile: MOZAMBIQUE MODEL - (c\users\joduor\desktop\moza

e E=]

File Edit Object View Proc Quick Options Add-ins Window Help _mXx
[ViewIProcIObject] [PrintISa\reIDetails+f-] [ShowlFet(hIStorelDeletelGenrlSample]
Range: 2000Q12011Q4 — 48 obs Filter: *

Sample: 200001 201104 — 48 obs

[Blc &4 rev
4 cons 3 rexpp

A cpimoz. A rgdp
&4 cpisa £ ol

&4 cprit £ wages
A ex

&4 gdpsa

kA globepi

£ imp

A inv

I ma

£ mzmusd
A mzrand
£ mzusd
A rer

kA resid

4 rf‘ Annual_data :b\ Quarterly,{ Monthly,{ MNew Pageflr

Path = c:\users\joduoridocuments | DB = none | WF = mozambique model

152 And the frequency conversion is complete. If you open the variables in the
quarterly page as a group you can see how the frequency conversion worked:

— —
[ Eviews - [Group: UNTITLED Workfile: MOZAMBIQUE MODEL:Quarterhy\] o |l@ =]
[0 File Edit Object View Proc Quick Options Add-ins Window Help -ax
view]roc[ ] [Pt ome Frsze [0t <][sor eato- motezrme sampie]

obs CONS| __ CPIMOZ CrisA CPRFT] = GDPSA|__ GLOBCPI W ] W3] WZWUSD]  WZRAND|  WZUSD RER REV

obs CONS  CPIMOZ cPisa GPRFT X GDPSA  GLOBCPI 3 [ M3 WZWUSD  WZRAND MZUSD RER REV
200001 | 4953371 3309500 6419375 2042052 1850148 2183285  £730530 1266103 1612866 1619120 1341627 2442180 1345063 1041840 6389728 [ |
200003 | 5462245 3456262 6395625 2047176 4281547 1539506 8328601 1121313 1549260 1689442 1672663 2237627 1828687 1120415 7051804

200004 | 5749065 3514465 6434375 2049743 574784 1320867 8181741 1077524, 1682377 1760625 1815613 2187581 2017813 1145279 7422028
200101 | 6057475 3592548 6506875 2052313 6122713 1170884 8070774  1052807. 1725424 1855826 1943517 2172356 2171813 1160527 7818376
200102 | 6337474 3690512 6613125 2054887 6825334 1089644  79.95790 1047160 1778409 1975044 2056376 2191952 2290688 1166150 8240849

200103 | 6739062 3808357 6753125  2057.463 7382646 1077148 7956790  1060583. 1841332 2118280 2154100 2246368 2374438 1162176  8689.445
200104 | 7112240 3046083 6026675  2060.043  779.4651 1133307 7953772  1093078. 1914193 2285534 2236050 2335605 2423063 1148577 9164166
200201 |  76507.88 4159604 7343750 2062626 7498981 1427496  80.12027  1162340. 1977107  25889.14 2307893 2501554 2355000  109.8600 9551847
200202 | 8009632 4344725 7501250 2065213 7845315 1663501 8070850  1225897. 2077798 2750360 2350287 2643676 2366000  107.6474 1012408
200203 | 8332552 4467362 7608750 2067802 8271290 1680787 8156668 1301447 2196381 2008080 2304351 2803861 2374500 1055437  10767.71
200204 | 8619548 467514 7666250 2070395 6776902 1809084 8266124  1388988. 2332857 3037774  24130.85 2982109 2380500 1035489 1148272

200301 | 8767110 4752041 7514375 1900548 9208362 1944148 8328010 1539852 2601704 3131091 2399729 3368392 2450094 9884214 1290015
200302 | 9035664 4903019 7535625 1972125 9934768 2072382 8520129 1630846, 2728171 3224094 2392100 3506780 242465 9819339 1350553
200303 | 9281698 5055509 7570625 2112682 1080233 2190452 8767933 1713301 2826739 3302130 2374464 3587244 2370281 9878185 1392989

200304 | 9525213 520411 7610375 2322220 1181104 2326368 071423 1787216 2897408 3365201  23467.04 3609783 2286969 1006075 1417323
200401 | 9593822 5415687 7711863 2717074 1365520 2548880 9650522 1797852 2890458 3260578 2246800 3338617 1047531 1008374 1336584
200402 | 9901254 5556226 7775938 3018030 1466857 2632044 0077414 1876583 2025214 3354800 2223000 3330620 1897219 1116707 1359501
200403 | 1027512 6679990 7842188 3341451 1554525 2676331 1027202  1968671. 2051958 3405164  22160.92 3377012 1008844 1122743 1399105
200404 | 1071542 6786981  79.10313 3687310 1628533 2679041 1053435  2074116. 2070689 3681645  22230.80 3450791 1982406 1116483 1455394
200501 | 1131956 67.68138 7955313 3832657 1593095 2533616 1043526  2228714. 3239165 4015255  22470.87 3737530 2335563 1056267 1532154
200502 | 1185377 5685204 8037188 4312503 1678099 2497806 1076467 2346551 3138768 4253585  22830.13 3813457 2445938 1042078 1620302

200503 | 1241547 6029119 8130038 4904158 1787758 2464622 1119345  24634%6. 2027256 4407638 2332084 3855143 2531188 1032257 1723623
200504 | 1300464 6199884 8236563 5607354 1922072 2433605 1172160 2579338 2604620 4747415  23960.99 3862580 2591313 1026802 1842116

200601 | 1372021 6501906 8336675 6317261 2237192 2364424  127.0132  2735779. 1644764 4972307  25670.31 3766258 2616313 1017580 2006270,
200602 | 1433017 6684607 8473125 7285684 2356355 2354466 1328733  2833160. 1310355 6245775 2622345 3733037 2630188 1024120  21429.13
200803 | 1491543 6852395 8628125 8407705 2441713 2363131 1383183 2012099 1075279  £537209  26540.16 3693380 2620038 1038268 2282533
200604 | 1548500 7005270 8801675 9683324 248766 2390419 1433482 2075270. 9395363 5846600  26647.42 3647316 2594563  106.0034 2425130

200701 | 1590357 7074163 90.14688 1172732  2367.663 2606126 1463401  2886484. 5773424 6210620 2609491 3667813 2440375 1092442 2599594
200702 | 1649567 7224838 9217813 1306422 2388545 2602740 1511889 2967034 7705805 6541297 2500761 3579688 2411625 1128234 2736589

200703 | 1712660 7388227 9431563 1430881 2422561 2550058 1562717 3083425 1193466 6875284 2566218 3455038 2403625  117.0435  28650.06,
200704 | 1779577 7564330 9655038 1546100 2469711 2448079 1615885 3235655 1845099 7212580 2535863 3296563 2416375 1219043  29848.44
200801 | 1855732 7861925 9962813 1616358 2679585 2008373 1798401 3757886, 3831859 7362618  24080.83 2696875 2459719  137.0882 3035157
200802 | 1928175 8019944 1017960 1727422 2693169 1921374 1805447 3848130 4502214 7782761 2402750 2628125 2510031  139.3578 3162216
200803 | 2002304 8147166 1037844 1843554 2660052 1904652 1764030  3840550. 4960744 8282440 2428250 2685625 2577156  138.3953 3305076,

200804 | 2078117 8243501 1055006 1964754 2560234 1986205  167.4151 3735144 5207449 8861656 2484583 2869375 2661094 1342008 3463735
200901 | 2141481 8107944 1071844 2076871 2208815 2250202  127.6987  3157468. 4703455 0719440 2604053 3537188 2797000 1152326 3564130
200902 | « [ T — »

| 08.= nene |

153 You can follow the same procedure to convert into monthly data.

3.2.5 Data Gaps, Inconsistencies and Remedies

154 Sometimes, macroeconomic data are produced by non-analytical staff. This
causes data, be subject to both methodological and compilation discrepancies or errors. It
is not uncommon to find breaks and or unexplained outlier figures in macroeconomic
time series. It is important, therefore, for the modeler to make adjustments to data so as to
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minimize compilation errors. Sudden bumps in data series should trigger the modeler to
follow-up with data compilers to make corrections and or find explanation. Sometimes
explanations made by compilers may lead to reclassification of some of the items included
in the “misbehaving” time series.

155 I most cases, some of the series needed to develop a model may not be available
in the routinely supplied macroeconomic statistics. For instance, the modeler might want
to have government revenue disaggregated into tax revenue, sale of government goods
and services and government property income, while the data that is routinely supplied
is aggregated into tax and non-tax revenue only. Under this situation, the modeler would
need to seek the missing data details from the compilers and also push for inclusion of
that level of detail in future submission of SGO statistics. As long as the modeling work is
for facilitation of macroeconomic policy formulation it is justifiable for the modeler to ask
for the level of detail recommended by the macroeconomic data compilation manuals.

3.3 Diagnostics of Time Series Data - Testing for Stationarity
156 Remember we are using time series data (data collected over a period of time)

and we may get into trouble if we just start estimations without looking at some of the
properties of the time series data.

Hmmm!!! Why should I care about
the properties of a time series data?
Why can’t I just start estimations
directly using OLS? Did the
lecturer not say that OLS yields the
best estimates in the class of linear
unbiased estimators?

157 Conventional asymptotic theory for ordinary least squares (e.g. standard prove
of consistency and asymptotic normality of OLS estimators) assume stationarity of the
explanatory variables.

158 However, not all economic time series, are stationary. In many cases, economic theory
posit causal relationships between economic series that are non-stationary e.g. aggregate
consumption, national income, exchange rates etc. If variables are non-stationary we may
have nonsensical regressions named so by Yule (1926) or spurious regression in the
terminology of Granger and Newbold (1974).

159 Yule (1926) shows that spurious correlation may persist in large samples despite
the absence of any connection between the underlying series. The estimation of
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the spurious regressions by OLS is shown to lead to results that cannot be interpreted
within conventional testing procedure due to; first; conventional calculated t-statistics on
the coefficients do not have the standard t-distribution; secondly, the null of no
relationship between the series will tend to be rejected more frequently in large samples.

160 If the two series are stationary, we would to fail reject the null of no
relationship. Even the joint significance test will face the same problems. The F-statistic
diverges, leading to rejections growing with the sample size T, despite the lack of any
relationship. However, despite the problems with t-test and F-test, some information can
be gleaned from residual autocorrelation tests about the misspecification of the model.

161 A quick way of detecting spurious regressions is the high R} significant t-
ratios but very big standard errors.

162 It is therefore important that estimations are only done with stationary data. If a
series is non-stationary, then the non-stationarity must be detected and the variable made
stationary before estimations are conducted with it. But what exactly is stationarity?

3.3.1 Meaning of Unit Roots and Stationarity

163 A stochastic process is said to be weakly, covariance or second-order stationary
if its mean and variance are constant over time and the value of covariance between two
periods depend only on the distance or gap between the two time periods and not the
actual time at which the covariance is computed.
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3.3.2 Requirements for Weak Stationarity

164 If you think about a stochastic process X, , the series will be stationary if;

i.  The mean is constant: E(X,) = u
ii.  The variance is constant: Var(X,) = E(X, - 1)’ = o’
iii.  The covariance of the series in different periods is zero. This requirement can

also be stated differently; that the covariance depends on the difference between
the lags and not when it is observed

7, = E[(X, - )X, — )] = Cov(x,,x,_, =0)

3.33 Why are Time Series mostly non-stationarity?

165 The simplest, purely statistical time series model is the first order autoregression,
or AR(1) process given as;

X ;= pX P +& P

166 Because most time series depend on their lags, the requirement that

Cov(x,,x,, =0)is normally mostly violated (not always). If that requirement is violated,

then the series will be non-stationary.

167 To determine therefore whether the series is non-stationary or not, we must test.
3.34 Types of Time Series Processes

As mentioned above, not all time series will be non-stationary.

168 A stationary process is given by:

Figure 3.1: A Stationary Process

6




Chapter 3 55

169 Notice that the above series meets the requirements of;
e Constant mean
e Constant variance
e The covariance depends on the difference between the lags and not when it is
observed e.g. Cov(y,,y,,)=Cov(y, 4, y,) and Cow(y,,,y,,)=Cov(y,,y,  ie.
covariance between two variables with the same lag difference are the same
irrespective of when it is observed

170 There are three possibilities in which nature could generate time series variables
i. Pure random walk
ii. Random walk with drift
iii. Random walk with drift and time trend

3.3.5 Pure Random Walk

171 For a pure random walk we have the observed values today depend on the val-
ues in the previous period plus a white noise process. A white noise process is a process
with zero mean, constant variance and zero covariance. A white noise process is therefore
a special case of a stationary process.

yr = yt—l + gt
Figure 3.2: A Pure Random Walk Process
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172 Random walk with drift but initial value is still zero.
yz =a+yt—l +gz
Figure 3.3: Random Walk with a Drift
100 -
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) Random walk with drift and time trend.
y,=a+y_ +pt+e,

Figure 3.4: Random Walk with Drift and Time Trend

ahgh!!...so, if non-
stationarity is
such a serious

problem, how do

34 Testing for Unit Roots
(a) Visual inspection
173 The first task to do when testing for stationarity is to plot the variables in graphs

and see whether they could be stationary or not.

174 Let us plot a few variables from our database and visualize the graphs. To do
this, you can Ctrl-click all the variable you want to see their graphs and open as a group.
Then View, Graph, Multiple graphs. Let us see the graphs of cel yd1 pepix poil pm

Graph Options =]
Option Pages

= i Graph type Details
(=) Graph Type
| | B
Frame & Size i1 e
Axes &Sealing Spedific rientation: | Nermal - obs axis on bottom -
i o
e o Axis borders: [ None -
Quick Fonts e . .
Templates & Objects o ], i itiple araphs W,

Mixed with Lines

Dot Plot

Error Bar

High-Low (Open-Close)
Scatter

XY Line
XY Area
XY Bar (X-X-Y triplets)

Distribution
Quantie - Quantile
Boxplot

Seasonal Graph

Choose multiple graphs

N\
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175 We get;
— From these graphs, which ones
BA EViews - [Group: UNTITLED Workfile: EVIEWS MODEL:Quarterly\] == seem to be Stationary and which
[G] File Edit Object View Proc Quick Options Add-ins  Window ones are non-stationary’ What
should you look at? Are the means
[ViewIProc] Objed:] [Printl Namel Freeze] lDefau?t '] [OptionsIPositionISan\ constant? What about the variances?
cE1 Yo \
PCPIX PO
M
mm o am am mm = me
Path = chusers\joduoridocuments = DB = none | WF = eviews model
(b) Formal unit root tests
176 Several formal tests have been proposed to tests for unit roots. The simplest of

them is the Dickey Fuller Test.

177

noise process, y, is non-stationary if the root of this simple difference equation is unit

Given a time series process generated as y, =ay,, +¢, with & as a white
(one). The root of this equation is @. When a =1 then the process is said to have a unit
root (a root that is equal to one) and the process is non-stationary. It is stationary if the
root is less than one in absolute terms. The process of formally testing whether y, is non-
stationary or not therefore reduces to testing whether o =1

178 If a=1 then we say that the process is a unit root process. It is common to hear
people say that they are testing for unit roots. This is the same as saying that you are
testing whether the series is non-stationary or whether o =1
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179 Dickey and Fuller developed a formal procedure to test whether
(o —1) = 0 using the following transformation.

Given y, = ay, | + ¢, subtracting y, , from both sides, you get.
Vi= Y = Vi TE

Ayt = (a_l)yr—] +é,

Letting p = a —1 implies that when aa =1 p=0

180 This implies that presence of unit root is equivalent to p =0
Ay = 24 t-1 + gt

181 This is the Dickey Fuller test equation with the null hypothesis that 7, : p=0,
against the alternative that H,: p <0 or p,6 <1

182. The DF Unit Root Test is based on three regression forms, ie without constant
and trend, with constant, and then with constant and trend:

1. Ay, =py., +u, Without Constant and Trend
Ay, =a+py, , +4, With Constant
3. Ay, =a+py,,+pPT+u,  With Constant and Trend

(c) Other Unit Root Tests

183 The other common unit root tests include:
e The Augmented-Dickey-Fuller Test
e Phillip-Perron Tests
e Kwaitkowski-Phillips-Schmidt-Shin (KPSS)
e The Lagrange Multiplier (Lm) KPSS Test for Stationarity
e Ngand Perron Tests (NP)
e Dickey Fuller GLS Test (DFGLS)
o Elliot, Rothenberg, and Stock Point-Optimal ERS Test

3.5 Testing for Unit Roots in E-views
184 Assume you have all your data already in E-views.
185 From the work-file, pick any one of the series that you want to test for

stationarity on.

186 Let us use the consumption (cel) from our work-file given in the CD to
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illustrate the points.

187 To access the data, open the CD, open the folder called E-views MEFMI Model
and then open the work-file called E-views Model. Double click on the cel variable to

open.

E EViews - [Workfile: EVIEWS MODEL - (f:\jacob\private research work\mefmitmain draft\fin... [= = | =]
File Edit Object WView Proc Quick Options Add-ins Window Help X
[view|Proc| object| [Print | save | Details+/-| [ show| Fetcn [ store | Detete | Genr | sample |

Range: 1970Q1 201204 — 172 obs Filter: *
Sample: 198001 201204 — 132 obs

[M] aa00mod A dums4q3 A dum9ag3 EA m

[=] aaeq_ce1 kA dums4dad kA dumaggd A m1i

[=] aaeqg_e1 kA dumsas B4 m1_0

[=] aaeqg_im kA dumBEe B4 mi_a

[=] aaeq_ip1 A dumse | A pe

[=] aeq02_ip1 A dumse . EA pcom3

[=] aeq0l3_e1 A dumse kA popius

[=] aegD4_m1 A dum2E ¢ EA pcpix

[=] aeq_pcpix A4 duma? EA pe

[=] aeq_rexd = M EI_U kA pfor

Elc dumanog1 k4 el_a kA pgoldd

A ce A dum90g4 =] ecm_ce1 pm

kA cel B dum21g1 =] ecm_e1 EA poil

A ce1_0 A dum21g3 [=] ecm_ip1 &A ppcpius

kA ce1_1 A dum91g4 [=] ecm_m1 &A ppcpix

k4 cel_a A dumaz202 kA fied kA ppcpix_0

A deuro B4 dumaz2qg kA fiedr kA pit

A dum0ogi B4 duma3gi R fgowl A ptt_0

4 dumoog2 B duma3qgz R figowir A py

4 dumoog3 4 dum93g4 A figowir_0 kA resid

A4 dum0og4 4 dumad kA fmargin kA resid01

A4 dum01g1 A4 dumadas kA fprime kA resid01_0

A4 dumo1g2 A dum9don kA fprime_0 kA resido1_1

A dum01g3 A dum94pre A fprimer EA resido2

4 dum01g4 B dum24qg1 &A fprimer_0 EA resido2_0

A dum02g A dumQ4q2 kA frepo kA resido3

A4 dumo2qg2 A dumQ4q3 kA frepor kA resido3_0

A4 dum02q3 kA4 dum9sg kA frepor_0 kA resid0d

B dumoz2g4d B4 dumasgz R a7yl kA residod_0

A dum03g1 A dumas R gt kA rexd

B dum03g2 4 dum9egz2 R i1 kA theol

4 dum03g3 4 dum9eqg3 A i1_0 kA theot

B4 dumod 4 dum9cg4 A ig1 A ulct

A dum0G 4 dumavgz2 KA i A v

kA dumOGg2an A4 dum9sqgi kA ip1 A w1

A dumOGg4 A dum98q2 A ip1_0 B y1_0

A dumo7 B dum2aq3 B ip1_a EA yilus

A duma0go kA dum9sg4 &A ipc By 0

A duma4qg kA dum29g A le A vou

A dumBs4q2 kA dum9agz kA leg A you_0

< r\-\ Quarterly}{ Mew Pagef |_| 1| T 3

Path = chusers\joduoridocuments = DB = none = WF = eviews model
188 After double clicking cel, you get the sheet containing the values of cel. When

you are there, click on View, Unit root Test and the next window appears.
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A EViews - [Series: CE1 Workfile: EVIEWS MODEL:Quarterhy\] [ =] =]
File Edit Object View Proc Quick Options Add-ins Window Help _mx
[\-’iew]ProcIObject]Properties] [PrintINameIFreeze] [Default v] [Sor‘tlEdit+f—]Smpl+f—[Label+!-IWide+J-ITitIeISample]Genr]
| CE1
Last updated: 07/10/12 - 22:48 -
| m
1980Q1 | 1980 318608.000.. B
198002 | 198002 25726.000
—_—— Unit Root Test =
198003 | 198003 | 32Q144.000. -
T aaonoA | Test type
198004 | 193004 | 33965d.000.. =t ==
1981Q1
198102 . . . Test for unit rootin Sgfectral estimation method
“10s103] ¢ Click view then you get this »| ©teva [ T ym——
o Ee e () 1st difference
198104 @ 2nd diffcrencs ,E":w:&' e osioct
1o0aom] () Automatic selection:
198201 R e Newey West Bandwidth
198202 | 198202 | 365745.000. @ Inbercent
198203 | 198203 | 366885.000. @) Trend and intercept
198204 | 198204 | 364291.000. (o= B e -
1983Q1 | 1983Q1 | 365719.000..
198302 | 198302 | 367514.000.
1983Q3 | 1983Q3 | 379820.000..
198304 | 198304 | 384424.000. /
198401 | 198401 | 394257.000.
192402 | 192402 | 411914.000. o Click the drop down menu
198403 | 198403 | 390494.000. 11 c i
T o e e to choose Phillip-Perron unit
198404 | '] m o
P root test
| Path = c:\users] : | odel

189 Let us use the "Phillip-Perron", at "Level". The results from this unit root test is

glven as:
EA Eviews - [Series: CE1  Workfile: EVIEWS MODEL:Quarterk\] [= [ =2 ][ =]
File Edit Object Wiew Proc Quick Options Add-ins Window Help
— |
[wiew ] Proc][Object | Properties| [ Print [ name [ Freeze | [ sampie | Genr | sheet| Grapn | stats [1ae
Phillips-Perron Unit Root Test on CE1
o o
Adj. t-Stat Prob.~
Phillips-Perron test statistic 2.223806 1.0000
Test critical values % level —4.043609
5% level -3.451184
10% level -3.150986
*MacKinnon (1996) one-sided p-values
Residual variance (no correction) 25237022
FAG commeten vanames (Bariet kemel) pEpe Note the values of
. .
the information
Phillips-Perron Test Equation . .
Dependent Variable: DICE1) Crll’el‘la tO help
Method: Least Squares i
Date: 07/30/12 Time: 18:43
Do sty Sos00s 2007012 _ you choose the
Included observations: 110 after adjustments I
wvariable Coeflicient Sta. Error t-Statistic Prob
CE1-1) 0.048990 0.014581 3.350888 0.0011
c -13277 52 4396.188  -3.020236 0.0032
@TREMND{1980Q1) -116.1370 56.60119  -2.051847 0.0426
R-squared 0.221572 Mean dependent var 4782 564
Adjusted R-squared 0.207022 S.D. dependent var 5§719.960
S.E. of regression 5093.584 Akaike Info criterion 19.93625
Sum squared resid 2 7BE+08 Schwarz criterion 20.00989
Log likelihood -1093.493 Hannan-Quinn criter. 19.96612
F-statistic 1522828 Durbin-Watson stat 1.565507
Prob(F-statistic) 0.000002 =
2.22380556093996 | DB = none | WF = eviews model

190

Before we interpret the results, we must choose the optimal lag length. We
choose the lags that give the minimum information criteria (Schwatz - SIC, Akaike - AIC
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and Hannan-Quinn - HIC). Remember, we started with eight lags. We can now try sevel
lags and see whether the SIC and AIC reduces or not. Note the values of SIC and AIC in

the test above. They are 19.93, 20.00 and 19.96 for SIC, AIC and HIC

191

192

With seven lags we have;

TR ROGT Test

o

Test type
[Phillips—Perron V]

Test for unit rootin Spectral estimation method

@ Level [Default (Bartlett kernel) ']
() 1st difference B

2 B i
() 2nd difference St

() Automatic selection:

Newey-West Bandwidth

(@) User specified: 7 /

Indude in test equation
() Intercept
(@) Trend and intercept

() None

Choose seven lags

[ Ok ] [ Cancel ]
And the results with seven lags;
EA Eviews - [Series: CE1  Workfile: EVIEWS MODEL:Quarterly] [=1l= =]
File Edit Object View Proc Quick Options Add-ins Window Help

.

[wiew[proc| Object| Properties | [Erint [ name [ Freeze | [sample| Genr[sheet| Graph | stats [1de

Phillips-Perron Unit Root Test on CE1

LSy LAl s me e

Crar oo

Adj. t-Stat Prob.*>
Phillips-Perron test statistic 2217123 1.0000
Test critical values 1% level -4.043609
5% level -2.451184
10% level -3.150986
*MacKinnon (1996) one-sided p-values.
Residual variance (no correction) 25237022
HAC corrected variance (Bartlett kernel) 41608001
Phillips-Perron Test Equation
Dependent Variable: D(CE1)
Method: Least Squares
Date: 07/30/12 Time: 18:46
Sample (adjusted): 198001 200702 -
Included observations: 110 after adjustments T
Wariable Coeflicient Std. Error -Statistic Prob.
CE1(-1) 0.048990 0.014581 3.359888 0.0011
c -13277.52 4296.188 -32.020236 0.0032
@TREMD(19230Q1) -116.1370 56.60119 -2.051847 0.0426
R-squared 0.221572 Mean dependentvar 4782.564 —_—
Adjusted R-squared 0207022 S.D. dependent var 5719.960 - ]
S.E. ofregression 5092.584 Akaike info criterion 19.93625
Sum squared resid 278E+09 Schwarz criterion 20009889
Log likelihood -10932.493 Hannan-CQuinn criter. 19.96612
F-statistic 15.22828 Durbin-Watson stat 1.565507
Prob(F-statistic) 0000002
Path = chwsershjoduoridocurments DB = none | WF = evien

AIC =19.93
SIC =20.00
HIC =19.966
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SIC, AIC and HIC are not very different at seven lags than they are at eight lags.

We continue with this process until we get the lag that gives us the minimum SIC, AIC
and HIC. If they contradict, use the lag that gives the minimum SIC.

In our case, the information criteria are the same for Phillips-Perrn at all lags. So, we can
go ahead and interpret these results.

193 From the results we see that that the test statistic is 2.21 and the critical value at
5 percent significance level is -3.45. Since the test statistic of 2.21 is less than the critical
value of -3.45 in absolute terms, then we conclude that consumption for this hypothetical
country is non-stationary at levels (before differencing).

194 You need to conduct the tests using the other unit test approaches and see
whether the conclusion changes.

3.6 Making Non - Stationary Variables to be Stationary

195 A variable can either be trend stationary or difference stationary. A trend
stationary variable is a non-stationary variable which exhibits a deterministic trend
over time and becomes stationary after removing the trend. A difference stationary
variable on the other hand contains stochastic components and may or may not contain a
deterministic trend and it becomes stationary after differencing (Oduor, 2008).

196 Making non-stationary variables to be stationary depends on whether the variable
is trend stationary or difference stationary.

197 A trend stationary variable is made stationary by detrending, while a difference
stationary variable is made stationary by differencing.

3.7 Detrending a Trend Stationary Variable

198 Suppose a series y, always changes by a constant amount from one period to
the next plus some stationary component, the deviations of these series are only
temporary departures from the trend. As such, the long term forecast will converge to the
trend. This type of model is called trend stationary. If we had a model without any
stochastic component given as:

Y= o+ Y -1
The change in y,is

Ayr =V mVaTa
199 The solution to this difference equation is given as:

Y = Y -1 + af
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where y, | is the initial condition at period zero.

200 It is clear from above that the solution to this difference equation is just a linear
time trend and « is the slope. It will be sufficient to make the series y, stationary by
removing the trend. This is called detrending. This variable is called a trend stationaryvariable.

201 To determine whether a non-stationary series which exhibits a trend is trend
stationary or difference stationary, we need first to attempt to remove the trend and see
whether the variable becomes stationary. If it does become stationary after detrending, it
is trend stationary, if it does not, then it is difference stationary. Detrending a variable
involves regression of the variable against time.

202 We illustrate the detrending procedure using the example of consumption in
our KE-views ModelX work-file given in the CD. Remember, when testing for unit roots, we
found out that consumption is non-stationary. What we do not know is whether it is trend
stationary or difference stationary.

203 We first regress consumption against a time trend using the following command.
Go to Quick, Estimate Equation and a new dialog box will appear. Inside the dialog box,
type cel “trend(1980q1)

@ EViews - [Worlkfile: EVIEWS MODEL - (f\jacob\private research worlkdmefmitom... | = || = | ==
File Edit Object WView Proc auick QOptions  Add-ins  Window Help —m X
[‘u’iewl Proc[ Object] [ PrintI Save[ Details/..’—] [ Showl Fetch I Store[ Deletel Gean Sample]
Range: 1970Q1 201204 — 1720 Filter: *
Sample: 1980021 201204 — 132 opfs
[ aad0mod = du5ﬁ02q3 A dum91g4 A duma9qgd
aaeq_ce Do d = e las. == dumint
% aaeg:e‘l Equation Estimation =) dumgA
% :::g_::ﬂl 1 Spedification | Options gﬂmgg
(=) aeq02_ip1 Equation specification dumag4
EI aeq03_e1 Dependent variable followed by list of regressors induding ARMA =
=] aeg04_mA and PDL terms, OR an explicit equation like Y=c{1)+c(2)*X. el
(=] aeq_pcpix cel @trend(158001) = el _0
=] aeqg_rexd ly el_a
[Blc ecm_ce
& ce y ecm_e1
EA ce ecm_ip1
S ce1_0 = ecm_m-1
EA ce1_1 ffed
b = fledr
B . . Estimation setti foowl
E Click on Quick, Estimate e | foouir
0 Q BIN0d: | LS - Least Squares (NLS and ARMA) -
H Equation and the dialog box fgovir_0
= q Sample: 19001 200404 i fmargin
d inserted here will appear, : fprime
E then type cel “trend(1980q1) ;g rime_o
fprimer_0
B4 dumo1g4 4 du oK p— frepo
P — e [ o ] b
A dum02g2 EA dum91g3 A dum9gg3 frepor_0
“ r"‘-l Quarterhy J{ Mew Page J-" |_| [ 3
Path = c\wusers\jodueridocuments | DE = none | WF = eviews model
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204 We illustrate, in more detail, how to conduct estimations in E-views in the next
section. The results are given as;

F . |

EEViews—[Equation: UMNTITLED Workfile: EVIEWS MODEL:... | = || = || 28 |
File Edit Object View Proc Quick Options Add-ins Window

Help =1

[ViewlProcIDbjectl [PrintINamelFreezel [EstimateIForecastIStatsIResidsl

Dependent Variable: CE1
Method: Least Squares
Date: 07/31M12 Time: 09:20
Sample: 1980Q11 200404
Included obsemvations: 100

Variable Coeflicient Std. Emror t-Statistic Prob.
@TREMD(1980C1) 8006.916 279.0949 28 68887 0.0000
R-squared -1.696707 Mean dependentvar 475855.8
Adjusted R-squared -1.696707 S.D. dependentvar 9738755
S.E. of regression 159926.5 Akaike info criterion 26 81277
Sum squared resid 253E+12 Schwarz criterion 26.83882
Log likelihood -1339.638 Hannan-Quinn criter. 26.82331
Durbin-YWatson stat 0.001743

Path = c\users\joduoridocuments | DB = none | WF = eviews model

205 From the above equation, we generate the residuals and test whether the residuals
are stationary or not. To generate the residuals, we go to Proc, Make Residual Series.
A dialog window will then appear looking like this;

| & . |
Make Residuals | £3 |

Residual type

(@) Ordinary . q
standardized Name the residual series
Generalized /

Mame for resid 5@

trendresidce1

206 Test for unit root on the residuals in the same way as illustrated earlier in the

unit root testing section. The results of the unit roots tests on the residuals are given as;
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FA Eviews - [Series: TRENDRESIDCEL  Workfile: EVIEWS MODEL:Quar... [ = || = |[ 3 |
File Edit Object View Proc Quick Options Add-ins Window Help

el

[\«fiewIProcI Objectl Proper‘ties] [Prmt] Namel Freezel [Samp\el Genrl SheetIGraphIStatsIId-

Augmented Dickey-Fuller Unit Root Test on TRENDRE SIDCE1

Mull Hypothesis: TRENDRESIDCE1 has a unit root
Exogenous: Constant
Lag Length: 4 (Fixed)

.

tStatistic Prob.*

Augmented Dickey-Fuller test statistic -2.068908 0.2577
Test critical values 1% level -3.500669
5% level -2.892200
10% level -2.583192

*MacKinnon (1996) one-sided p-values

| Path = c\users\joduoridocuments

| DE = none | WF = eviews model

207 From the results above, we cannot reject the null hypothesis that the residuals
are non-stationary. This implies that consumption is not trend stationary.

3.8 Correcting for non-Stationarity by Differencing

208 We have found out that consumption is not trend stationary, meaning that it is
difference stationary. We therefore need to difference to make it stationary.

209 To do this in E-views, we go back to our unit root testing window by double clicking
on consumption from the work-file and testing for unit roots now at first difference.
FA EViews - [Series: CE1 Workfile: EVIEWS MODEL:Quarterly\] [= ===
File Edit Object View Proc Quick Options Add-ins Window Help _ex
[ViewIPm(IOhjeztlpmperties] [Prmt]NamelFreue] [Defaut | [SurtlEd\tﬂ-[Smplﬁ-ILaheH,‘-]Widm
[ cm
[ [ [ [ [ [
Last updated: 07/31/12 - 09:36 3
I -
198001 | 318808.000. a
198002 | 325726.000
198003 | 340144.000..
198004 | 320694.000..
198101 | 344846 000
198102 | 352556.000... | Uit Root Test =
198103 | 361370000 | o o
198104 | 360042.000.. o
198201 | 366044.000.. =
198202 | 365745000 Bl oo -
198203 | 366885.000..
198204 | 364291.000 Test for unit root in Spectral estimation method
198301 | 365719.000..
198302 | 367514.000. 5 Ll::j’ﬁe Defout, fParfitt kerme)
198303 | 379820.000 st Bandwidth

198304 | 384424.000.. () 2nd difference
198401 | 394257.000

(@) Automatic selection:

198403 | 390494000

(") Intercept
198404 | 387091.000 & "
198501 | 384282.000.. T T )
198502 | « () None () User spedified:

198402 | 411914.000.. Indude in test equation Mlgwwey-West Bandwidth -

Notice that we are now using
the first difference and not




66 Macroeconomic Modeling and Forecasting Manual

210 The final results after the process of selecting the optimal lag length is given as;

211 The results are given in the chart below. The Phillip-Perron test Statistic is -
8.011822 against a critical value of -3.456319 at the 5 percent level. The associated p-value

is 0.000.

With a p-value of 0.000, what is
the conclusion? Is consumption
stationary at first difference?

‘Workile: EVIEWS MODEL: Quarterty\] SIrers=]
7 Obicct View Proc_Quick Options Add-ins Window Help —

o] st o] (s e el ]

jEriot | Name | Erecze ), i
Phillips-Perron Unit Root Test on D(CE1)

Null Hypothesis: D(CE 1) has a unit root =
Exogenous: Constant, Linear Trend (=
Bandwidth: 5 (Newey-West automatic) using Bartlett kemel

AdjtStat  Prob*

sillips-Porron test statistic 011822 00000
Test criical values: 1% Tevel 4054393

5% level -3.456319

10% level -3.153989

“Mackinnon (1996) one-sided p-values.

Residual variance (no correction) 24949910
HAC corrected variance (Barilett kemel) 28419407

Path = c\users\joduor\documents | DB = none | WF = eviews model

212 The results show that consumption is stationary at first difference.
3.9 Order of Integration
213 In the example above, consumption becomes stationary after differencing once.

It is therefore said to be integrated of order one, denoted by I(1).

214 Some variables will become stationary after differencing two and they are said
to be integrated of order two, denoted by I(2).
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215 A series with no deterministic component, which has a stationary invertible
ARMA representation after differencing d times, is said to be integrated of order d
denoted x, ~ I(d) (Engle and Granger 1987: 252). A series is therefore integrated of order

one denoted as x, ~ (1) if it is non-stationary at levels but becomes stationary after
differencing once. It is integrated or order two denoted as x, ~(2)if it becomes

stationary after differencing twice and so on. A series that is stationary at levels (that will
not require any differencing) is said to be integrated of order zero i.e x, ~ /(0)

3.10 Estimation of Time Series Data

216 There are several types of econometric estimation techniques that can be used
when dealing with time series data.

217 The choice first depends on the kind of data that you have. If all the variables
are stationary and has no feedback relationships, then you can estimate a single equation
with all the variables in their levels.

218 If the variables are non-stationary and cointegrated but has no feedback
relations, then you need to estimate an error correction model.

219 If the variables are cointegrated and have feedback relations (contemporaneous
relations), then we estimate a vector error correction model.

220 In this section, we will illustrate the estimation procedure in these three situations;
when all variables are stationary and have no feedback effects (single equation approach);
when the variables are non-stationary and cointegrated (error correction models - ECM)
and when the variables are cointegrated and have feedback effects (vector error correction
models - VECM)

3.10.1 Estimation with Stationary Variables - Single Equation Approach

221 For illustration purposes, assume that we have tested for unit roots and found
that the variables in the consumption equation are all stationary at levels and there are no
feedback effects among the variables, then we will have to use the single equation
approach.

222 We will now illustrate how to conduct a single-equation estimation assuming
all the variables in the equation are all stationary at levels. We will also illustrate some of
the diagnostic tests that one must be careful to do when conducting the tests.
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223 We also take the opportunity to take readers through the process of conducting
a simple single equation estimation in E-views.

224 You must remember that you must first test for unit roots in the variables and
determine that they are all stationary at levels before you can decide to estimate a single
equation model in levels, other than an error correction model for instance.

225 The single equation models are normally used when the data is all stationary
and therefore the short run coefficients are the same as the long-run coefficients. In
addition, it is used when there are no feedback effects among the variables in the model.
That is, if y is the dependent variable and, x is the independent variable, then it is not the
case that x also depends ony. One of the estimation techniques normally adopted for
estimation of single equation models is the ordinary least squares, which is used when all
the Gauss-Markov assumptions are met. Variables that are non-stationary and have no
long-run relationship (not cointegrated) can also be represented in a single equation
framework in their differences. This is will only be a short-run model.

226 First step is to choose your variables. Let us use the variables in a hypothetical
consumption equation (for illustration purposes) from the data in the CD provided with
this manual. To access the data, go to the CD and open the folder called ‘E-views MEFMI
Manual’. Inside that folder is an E-views work-file called ‘E-views Model’. Double click
on it to open.

227 In this example, consumption (cel) is hypothesized to depend on the autonomous
consumption part (c), disposable income (yd1), domestic prices (pcpix) oil price (poil)
and import prices(pm). The variables therefore are; cel yd1 il pcpix poil pm

228 Step Two is to test for unit roots on all the variables. We have assumed for the
sake of illustration that all the variables in this equation are stationary at levels. This is
actually not true because we have already found that consumption is I(1). BUT, we proceed.

229 To run a simple linear regression in E-views, when you are in your work-file,
click Object — New Object — Equation

230 Type the name of the dependent variable, followed by the other variables (this is
not case sensitive meaning that you can write in capital letters the names of the variables
that are saved in small letters). Separate each variable by spaces. Ensure to type “c” for
the constant if you want to include a constant in your estimation.
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231 E-views will bring a prompt window which looks like this;
[ 4 . |
Equation Estimation | =3 |
Spedfication | Options
Equation spedfication
Dependent variable followed by list of regressors induding ARMA
and POL terms, OR an explidt equation like ¥ =c(1) +c(2)*X.
Estimation settings
Method: |5 - |east Squares (LS and ARMA) -
Sample: 195001 2004Q4 7
[ OK ] [ Cancel ]
232 There are a few things to note here; type the name of the variables in the big space.

In the estimation settings part, the first part brings a drop-down menu with the estimation
method. The default is the ordinary least squares (LS), which you will use unless you want
to use another estimation approach like the ARCH. In the next space, you have the option
of adjusting the sample range that you would like to use. In the above case, the default is
given as 1980q1 to 2004q4. If you only wanted to use part of the sample, say up to 1990q4,
for the estimation, you can change the sample range to read 1980q1 1990q4.

233 The command that we type in the open space is therefore
cel c ydl il pcpix poil pm

234 Ensure that you include only the names of variables that are already in the
database. Also ensure that you type the names of the variables as they are saved in the E-
views work-file without any spelling mistakes.
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Equation Estimation

Spedification | Options

4

Equation spedfication
Dependent variable followed by list of regressors including ARMA
and PDOL terms, OR an explicit equation like ¥ =c{1)+c(2)*X.

cel ¢ yd1 popix poil pm

Is the ordering or the
variables here
important?

Estimation settings

Method: (L5 - |east Squares (NLS and ARMA)

Sample: 108001 200404
Yes, the first must be the
dependent variable; the
other variables can be

typed in any order

235

After typing your variables, you are now ready to click “OK” and see the results.

The results window will look like this;

236

A Eviews - [Equation: UNTITLED Workfile: EVIEWS MODEL:Q... [ = | = |[ &=
File Edit Object Wiew Proc Quick Options Add-ins Window
Help — X
[ViewIProcIObject] [PrintINameIFreeze] [EstimateIForecastIStatsIResids]
Dependent Variable: CE1
Method: Least Squares
Date: 07/230/12 Time: 09:06
Sample: 198001 200404
Included observations: 100
Wariable Coefficient Std. Error t-Statistic Prob.
c 111267.6 23243.87 4. 786965 0.0000
YD 0.599910 0066198 9 062325 0.0000
PCPIX 1028.081 1927730 5333117 0.0000
POIL 167.9236 141.0900 1.180188 0.2369
P 1071790 134.1687 0.798838 04264
R-squared 0.989075 Mean dependentvar 475855.8
Adjusted R-squared 0.988615 S.D. dependentwar 97387.55
S.E. ofregression 10391.44 Akaike info criterion 21.384086
Sum squared resid 1.03E+10 Schwarz criterion 21.51432
Log likelinood -1064.203 Hannan-Ciuinn criter. 21 43678
F-statistic 2150104 Durbin-Watson stat 0.500291
Prob(F-statistic) 0000000
| Path = ci\wusersh\joduoridocuments | DE = none | WF = eviews model

The results show the coefficient, standard error, t-statistic and the probability

values. As a rule of thumb, the coefficient is statistically different from zero at the 5
percent significance level if the t-statistic is equal to or greater than 2 in absolute value
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and the number of degrees of freedom is 20 or more (Gujarati, 1995 pg 129). In this case,
we say that the variable is important in explaining the dependent variable. If the t-statistic
is less than 2, then the independent variable is not important in explaining the dependent
variable.

237 It, also possible and easier to judge using the p-values. If the p-value is less than
0.05, then the variable is important in explaining the dependent variable. As can be seen
above, except for the prices of oil, all the other variables in the above equation are
important in explaining consumption.

238 The other statistics that are reported include the R-squared, which tells the proportion
of the variations in the dependent variable that are explained by the explanatory variables.
In the above example, the R-squared of 0.99 reported means that the explanatory variables
that are included in the model explains 99 percent of the variations in the dependent
variables.

239 To save these results, we click on Name and a window will come that asks you
to type the desired name. The results will then be saved as an equation.

A. Diagnostic Tests

240 Before making any inferences out of the initial regression results, it is important
to run a number of diagnostic tests to determine whether any of the ordinary least squares
(OLS) assumptions have been violated. If any of the assumptions are violated, then
remedial measures must be taken before any inferences are made.

241 The first important set of diagnostic tests is the residual tests. To see how the
residuals from the estimated equation behave. We can go to View — Actual, Fitted,
Residual — Actual, Fitted, Residual Graph. This will show the actual, the fitted and the
residuals. From the residuals, one can identify periods with sharp residuals values and
which can be re-looked at. They could be outlier values which could be removed in the
subsequent estimations.

(@) Testing for Heteroskedasticity

242 Heteroscedasticity is a term used to describe the situation when the variance of the
residuals from a model is not constant. When the variance of the residual is constant, we
call it homoskedasticity. OLS assumes that the variance of the residuals is constant. If the
variance is not constant (if there exists heteroskedasticity) then OLS is not an appropriate
method to estimate the coefficients.

243 There are many tests that can be used to test for heteroskedasticity. One of them
is the Breusch - Pagan - Godfrey Test. The Breusch - Pagan - Godfrey Test tests the null
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hypothesis that the variance of residual (u) is constant against the alternative that the
variance of residual (u) is not constant.

244 To run the Breusch-Pagan-Godfrey Test in E-views; from Equation View, click
View — Residual Didnostics — Heteroskedasticity Tests... A window will then appear
and you click Breusch-Pagan-Godfrey.

Heteroskedasticity Tests (==

Specification
Test type:

Breusch-Pagan-Codfre Dependent variable: RESID™2
Harvey

Glejser The Breusch-Pagan-Godfrey Test
ARCH regresses the squared residuals on the
wWhite original regressors by default.

Custom Test Wizard...

Regressors:

c yd1 pcpix poil pm -

[ (a].4 ] [ Cancel ]

245 The results that you get may look like this;

EA Eviews - [Equation: UNTITLED Workfile: EVIEWS MODEL:Quarterhynl [ = || = |[ ==
File Edit Object View Proc Quick Options Add-ins Window Help

T

[view[Proc[object | [Print [ name [ Freeze| | Estimate [ Forecast [ stats [ Resias |

Heteroskedasticity Test: Breusch-Pagan-Godfrey

F-statistic 4.103020 Prob. F(4,95) 0.0041
Ops*R-squared 14.73097 Prob. Chi-Square(4) 0.0053
Scaled explained SS 84.99976 Prob. Chi-Square(4) 0.0000

Test Equation

Dependent Variable: RESIDA2
Method: Least Squares

Date: 07/30/12 Time: 10:55
Sample: 1980Q1 2004014
Included observations: 100

Variable Coefficient Std. Error t-Statistic Prob
c -1.76E+09 7 IFTE+O8 -2 267190 0.0256
YD1 4930031 2213933 2228820 0.0283
PCPIX -9654017. 447094, -1.497422 0.1376
POIL 10432718 4718611, 2.210972 0.0294
PmM -4129330. 4487134 -0.920260 0.3598
R-squared 0.147310 Mean dependent var 1.03E+08
Adjusted R-squared 0.111407 S.D. dependent var 3.69E+08
S E. ofregression 3 48E+08 Akaike info criterion 42 21931
Sum squared resid 1.15E+19 Schwarz criterion 42 34957
Log likelinood -2105.966 Hannan-Quinn criter. 42.27203
F-statistic 4.103020 Durpin-VWatson stat 0.790932

Prob(F-statistic) 0.004126

| Path = ciiusers\jodueridocuments | DE = none | WF = eviews model

246 The p-value shows that we reject null. Normally, we reject the null when the p-
value is less than 0.05. Remember, the null we are testing is that the residuals (u) are
Homoskedastic against the alternative that the residuals (u) are hetroskedastic. So the

results show that the residuals are not homoscedastic. We therefore have a problem of
heteroskedasticity.
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247 If the residuals are heteroskedastic, then the OLS procedure is not the appropriate
estimator.
248 The appropriate estimator is the generalised least squares (GLS) procedure

where the variables in the equation are transformed using the heteroskedastic variances.
If the variances are not known, then they need to be estimated.

(b) Testing for Normality

249 One of the main assumptions of the classical normal linear regression model
(CNLRM) is that the residuals are normally distributed. The hypothesis tests on the
coefficients obtained by OLs are based on this assumption.

250 To detect whether the residuals are normally distributed or not, we use the
Jarque-Bera Statistic. The null hypothesis is that the residuals are normally distributed
against the alternative that the residuals are not normally distributed.

251 Again, if the p-value of Jarque-Bera statistics is less than 5 percent (0.05) we can
reject null and accept the alternative, that is residuals are not normally distributed.

252 To test in E-views, go to View — Residual Dianostics — Histogram-Normality
Test and look at the p-values and the result of the test would look like this;

F ol
b EViews - [Equation: UNTITLED Workfile: EVIEWS MODEL: Quarterht] [ = | & |[ 23 |
ile it ject  View  Proc uic ptions -ins indow elp

[ File Edit Object View P Quick Opti Add-ins  Wind Hel

- X

[ViewIProcIDbject] [PrinthamelFreezel [EstimatelForecastlStatisesidsl

i Li]

- Series: Residuals
14 4 Sample 1980Q1 200404
M Observations 100

12 4 1

Mean 5.7 7e-11
g Median 916.0240
2 Maximum 28482 85
Minimum -B9814.77
8 Std. Dev. 10179.25
Skewness -2.010788
4] Kurtasis 13.78701
21 Jarque-Bera  552.2196
. Probability  0.000000

-30000 -20D00 -1000D O 10000 20000

| Path = chusers\joduoridocuments | DB =none WF = eviews model
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253 Jarque Berra statistics is 552.2 and the corresponding p value is 0.000. Since p
value is less than 5 percent we reject null meaning that population residual (u) is not
normally distributed.

254 If you find that the residuals are not normally distributed like in the case
above, you can fix by increasing the number of observations.

(c) Testing for Multicollineality

255 Multicollineality is the dependence between two explanatory variables.

256 To detect multi-collinearity, we inspect the Correlation Matrix. High
correlation among the independent variables is a sign of multicollineality.

257 Another symptom of multicollineality is very high R* but very few significant
t-ratios.

258 To create a correlation matrix in E-views, select the group of independent
variables by highlighting all of them from the command window right click and open as
a group. Alternatively go to the command window and type show cel ¢ yd1 pcpix poil pm

M eviews E=EIE=]
File Edit Object View Prog
show ce1 cyd1 pepix Type
Torichie: EVIEW.
View|Proc| object] [print[ save | DetarEeys
Rang
Sample| [Z) Equation: UNTITLED Workile: EVIEWS MODEL: Quarteriy\ ol 1
% 2389 D [view] proc] oject] [print [Name Freeze[ [Defout - [sort 1ranspose [Edt-.-[smp
) =ae g obs CE1] cJ YD1[ PCPIX| POI
laeqd 5] 198001 | 318608.000 1.000000 415327.304.. 9.91709439138.91670C »
S aeq] ] 198002 | 325726.000 1.000000 369872.949... 10.242565618 38.21670 |
S aead 1 192003 | 340144.000 1.000000 354447 671... 10.692733050 34800000
= zea] 198004 | 339694000, 1000000 356582770, 11184432571 39.63330C
Bacal _{ 198101 | 344846.000 1.000000 | 363657 147_..[11.489147762 39.11670C
% c 198102 | 353556.000 1.000000 362372.194... 11.738460191 35.21000C
M ce1 198103 | 361370.000.. 1000000 369417.735.. 12313263845 35.50000C
K et | 198104 | 360042.000 1.000000 374138.330... 12.714933871 36.78670C
K4 cet| 198201 | 366044.000 1.000000 381143.812.. 13.068126478 32.25670C
A cet] 198202 | 365745.000 1000000 371673.247.. 13615228752 34.30000C
K deurl — 198203 | 365885.000. 1.000000  370386.520... 14.003048086 33.60000C
Mdum Ry 108004 | 364201.000 1.000000 373512.421... 14.473071563 3351670
% Quml Ad 198301 | 365715.000 1.000000 380471.207... 14.910268313 29383300
Oy 5| 198302 | 367514000 1.000000 377740.792... 15.325789028 29.84000C
oy 108303 | 379820.000. 1.000000 370772322 15.637420564 30.76670C
£ 198304 | 384424.000 1.000000 388534.809... 15.083695826 29.14000C
pr| 198401 | 394257 000 1.000000 387790.222... 16.364590815 29.75670C
| ~ 198402 | 411014.000 1.000000 444224.116... 16.067005851 20.58000C
1984Q3 | 390494.000 1.000000 429197 634... 17.465720709 28.08330C
198404 | 387091.000 1.000000 417167.908... 18.005897638 27.553300
108501 | 384282.000 1.000000  427570.502... 18.774610960 27.77670C
198502 | 375711.000 1.000000 417767.833... 19.612577735 27.03000C
1985Q3 | 377509.000 1.000000 400979.124... 20.256634843 27.29000(
b e
e v
| Path = chusers\joduoridocuments | DB = none | WF = eviews model
259 Th Vi - C i Analysis...Sel “C lations” 1
en go to ew ovariance nalysis...oe ect orrelations unselect

“Covariance”). Off-diagonal values indicate the correlation between the variables. These
correlations should be ideally less than 0.5. But this is rarely the case.
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EA Eviews - [Group: UNTITLED Waorkfile: EVIEWS MODEL:Quarterhy\] [ [@][==]
[G] File Edit Object View Proc Quick Options Add-ins Window Help _mx
[view[proc[ object | [erint | Name [ Freeze [ [sample [ sheet | stats | spec]|
Covariance Analysis: Ordinary
Date: 07/30/M12 Time: 11:27
Sample (adjusted) 1980Q1 2007Q2
Included observations: 110 after adjustments
Balanced sample (listwise missing value deletion)
Covariance
Correlation CE1 [} YD1 PCPIX POIL PM
CE1 1.58E+10
1.000000
c 0.000000 0.000000
NA NA
YD1 1.53E+10 0.000000 1.49E+10
0.994776 NA 1.000000
PCPIX 1946407 0.000000 1707418 1521.604
0.396478 NA 0.358485 1.000000
POIL 8901441 0.000000 8096092 -1862073 173.9233
0536312 NA 0558673 -0.361965 1.000000
PM 3228406 0.000000 3004581 1241846 1507220 1275319
0718315 NA 0689060 0891472 0003200 1.000000
 Path = cusers\joduor\documents | DB = none | WF = eviews model
260 The results above show a very high correlation between cel and yd1, which may

require that we use another proxy for yd1 instead of yd1.

261 Some of the ways to solve the problem is:

i. Increase the number of observations in the sample
ii. Use non-sample information such as imposing restrictions on the coefficients/
parameters.
iii. Drop the variable that is causing multicillineality and use a proxy

(d) Testing for Autocorrelation or Serial Correlation Test

262 To test for auto-correlation in the residual, we can use the Breusch-Godfrey serial
correlation LM test : BG test.

263 Serial correlation is a statistical term used to describe the situation when the residual is
correlated with lagged values of itself. In other words, if residuals are correlated, we call
this situation serial correlation. Serial correlation can occur due to incorrect model specification;
omitted variables; use of incorrect functional form and incorrectly transformed data.

264 When using the BG test, the null hypothesis is that there is no serial correlation
(no correlation between residuals) against the alternative that there is serial correlation in
the residuals. To test for serial correlation in E-views, from the equation view, View,
Residual Diagnostics, Serial Correlation LM Test...E-views will then ask you for the
number of lags to use. Let us use 5 lags. The results would like this:
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EViews - [Equation: UM ED Workfile: EVIEWS MODEL:Quarter...| — = =2
File it ject View Proc uicl ptions -ins indow Help
I3 I Ed Obj Quick O Add Wind |

— o1 X

[view[Proc] object [ [ print| name [ Freeze | [ Estimate [ Forecast [ stats [ Resias |

Breusch-Godfrey Serial Correlation LM Test:

F-statistic 3122657 Prob. F(2,93) 0.0000
Obs*R-squared 4017490 Prob. Chi-Sguare(2) 0.0000

m

Test Equation:

Dependent Variable: RESID

Method: Least Squares

Date: 07/30/12 Time: 12:02

Sample: 1980Q1 200404

Included observations: 100

Presample missing value lagged residuals set to zero

Variable Coeflicient Std. Error t-Statistic Prob

c 7030592 21078 .46 3.335439 0.0012

YD1 -0.205573 0060468 -3.399699 0.0010

PCPIX 462 6006 166.7566 2774106 0.0067

PO 7573776 1109286 0682762 0.4965

PM 3417963 1049833 0.325572 0.7455

RESID(-1) 0.633717 0.099785 6.350803 0.0000

RESID(-2) 0.132186 0105540 1252474 02135

R-squared 0401749 Mean dependentvar -5 T77TE-11

Adjusted R-squared 0.363152 SD. dependentvar 1017935

S E. ofregression 8123 401 Akaike info criterion 2091031

Sum squared resid 6. 14E+09 Schwarz criterion 21.09268

Log likelihood -1038 516 Hannan-Quinn criter. 2098412

F-statistic 1040886 Durbin-Watson stat 1.315215
Prob(F-statistic) 0.000000 e

| Path = chusers\joduoridocuments | DB = none | WF = eviews model

265 Since the p-value ( 0.000) of Obs*R-squared is less than 5 percent (p>0.05), we
reject the null hypothesis meaning that residuals (u) are serially correlated.

(e) Linearity Test (Adopting the Wrong Functional Form)

266 One of the assumptions of the OLS is that the model is linear. We can test for
non-linearity using the Ramsey Regression Equation Specification Error Test (RESET) test.

267 RESET tests whether non-linear combinations of the estimated values help explain
the endogenous variable. The intuition behind the test is that, if non-linear combinations of
the explanatory variables have any power in explaining the endogenous variable, then a
linear model is mis-specified, meaning that the specification of the model should be
non-linear.

268 To test for non-linearity in E-views (from the equation view), select View/Stability
Tests/Ramsey RESET Test..., you can enter 3 in the Number of fitted Terms (this denotes
the order of the polynomial. If you think the correct specification of a quadratic form, then
enter the number 2. However, it is better to start at higher orders like 3 or 4 and if higher
order polynomials are rejected, move to lower order. It means that if you enter 3 and the
results show that the model is not a polynomial of order 3, then you can try 2).

269 The null hypothesis that the coefficients on the added variables are jointly zero.



270 The results would look like;
EA Eviews - [Equation: UNTITLED Workfile: EVIEWS MODEL:Quart... | = || = || == |
(G File Edit Object View Proc Quick Options Add-ins Window Help
— =
[wiew[Proc] obiect] [Print [ Mame [ Freeze| | Estimate | Forecast | stats | Resids |
Ramsey RESET Test =
Equation: UNTITLED |
Specification: CE1 C YD1 PCPIX POIL PM =
Omitted Variables: Powers of fitted values from 2 to 4 | N
Value of Probability
F-statistic 2456646 @ 92) 0.0679
Likelihood ratio 7. 706105 3 0.0525
F-test summary:
Sum of Sg df Mean Squares
Test SSR 7 61E+08 3 2 54E+08
Restricted SSR 1.03E+10 as 1.08E+08
Unrestricted SSR 9 50E+09 az 1.03E+08
Unrestricted SSR 9. 50E+09 az 1.03E+08
LR test summary:
Value ar
Restricted LogL 1064.203 a5
Unrestricted Logl -1060.250 az
Unrestricted Test Equation:
Dependent Variable: CE1
Method: Least Squares
Date: 07/20/12 Time: 12:08
Sample: 198001 200404
Included observations: 100
Variable Coeflicient  Std. Error  t-Statistic Prob
c 391816.4 1265236  3.006785 0.0025
YD1 1270453 7136816 -1.780148 00784
PCPIX 2215564 1246503 -1.777424 0.0788
POIL -4050.207  2088.395 -1.944176 0.0549
P 2149536 1139637 -1.886158 0.0624
FITTED 2 6.63E-05 3.62E-05  1.829907 0.0705
FITTED"3 -8.67E-11 4.81E-11  -1.802451 0.0747
FITTED 4 4.21E17 2.36E-17  1.785515 0.0775 .
| Path = chwusers\joducridocurnents | DB = none | WF = eviews model
271 Since the p-value is 0.06 which is greater than 0.05 but less than 0.1, we fail to reject

the null hypothesis at 5 percent but reject at 10 percent. At the 5 percent level therefore, the
results show that the added coefficients are jointly equal to zero and therefore the model
is linear. At the 10 percent level, we reject the null the coefficients are not jointly equal to
zero (they are important in the model) and therefore the true model is one that has the
additional coefficients (the non-linear model).

272 If you find that the model is non-linear, it can be made linear by taking the logs
of the variables before they are used in the estimations.

) Omission of Relevant Variables Test

273 We have noted in the previous section that a model should be kept as simple as
possible. However, a researcher may omit variables that should be included in the model in
the process of trying to make the model simple. It is worth noting that there is no amount
of simplicity that can be traded for the omission of relevant variables. If an important
explanatory variable is omitted, the model is said to suffer from omitted variable bias and
is said to be underfitted. Let us consider the problems of this with an example.

274 To test for omitted variables in E-views (from the Equation view), select



78 Macroeconomic Modeling and Forecasting Manual

View/Coefficient Tests/Omitted Variables-Likelihood Ratio... In the dialog that opens,
list the names of the test variables, each separated by at least one space. Suppose, for ex-
ample, that the initial regression is:

Ls cel ¢ yd1 pcpix poil pm gcl m1l

275 If you enter the list: gcl m1 (government consumption and money demand) in
the dialog that appears, then E-views reports the results of the unrestricted regression
containing the two additional explanatory variables, and displays statistics testing the
null hypothesis that the coefficients on the new variables are jointly zero. The top part
of the output depicts the test results:

UMTITLED Workfile: EVIEWS MODEL:Quarterbad [ o= | =3 | == |
Quick Add-ins WWindoww

EA Eviews - [Equation:

= File  Edit Wiews Proc Options Help

— em 3¢

[pe=sliEsecomec [l et usme [Ereese i Estamare [rorecast [stars [ressas]

Omitted Variables Test ==

Equation: UNTITLED
Specification: CE1 C YD1 POPX POIL PR
Omitted Variables: GC1 M1

(-

F-statistic
Likelihood ratio

Probability
0.000

o.0004

F-test summarny

Test SSR
Restricted SSR

Unrestricted SSR
Unrestricted SSR

Mean Squares
7 53E+08
1.02E~08
94112770
24113770

LR test summary:

Restricted LoglL
Unrestricted Logl

walue

—0G4.203
-1D56.266

Unrestricted Test Equati
Dependent Wariable: CE
Method: Least Squares
Date: O7/20/12  Time: 1

on:
-

2:34

Sample: 1980Q1 200404
INncluded observations: 100

wariable

Coefficient

Sta. Error

t-Statistic

. N aansTs  moon cdonon Aontune  arsass o
| Path = cusershjoduoridocurnents DB = none

276 In this example, the tests reject the null hypothesis that the coefficients on the
new variables are jointly equal to zero. This means that the two series, in-fact, belong to the
equation at a 5 percent significance level. This implies that the additional set of variables
gcl and m1 are jointly significant (necessary) in the model. The rule is always to reject the
null hypothesis when the probability value is less or equal to 0.05 if you are using 5
percent significance level.

277 The consequences of omitting the relevant variable are as follows:

e Omitting a relevant variable lumps the effects of the relevant variables together
with the error term and therefore the expected value of the error term will no
longer be equal to zero. This violates the Gauss - Markov Assumptions about the
mean of the errors.

[ ]

More importantly, in the case where the omitted variable, lets us call it x, is

correlated with the included variable, let us call it y, then Cov(x",y)#0. As a
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result, Gauss-Markov theorem does not apply. In general, OLS estimate of the
regression coefficient is biased, ie,

E(p)# B
e The bias will only be zero when the coefficient of the omitted variable is
significantly equal to zero or when the two variables are not correlated.

e In addition, the standard errors on the estimated coefficients will be biased. In the
misspecified model:

Var (B )= 2

DI
e But variance of the 'true' estimator is:
2
Var (B, )= __°c
VS (1-vh)

where jy, is the correlation coefficient between x and y. This means that:
If ri, > 0, thenVar (3 1)< Var (B )

e The variance of estimated coefficient is also biased. We are placing 'too much'
confidence in our coefficient estimates. The result is that the ¢ test will be misleading
(this is true even if r12=0, because our estimate of o2 will also be biased.)

278 Running a model with the above shortcomings will result in the entire
hypothesis testing results and confidence intervals losing any meaning and thus,
conclusions drawn from such results cannot be relied on. Therefore, developing a model
requires a lot of care. One should pay close attention to the theory underlying the
phenomenon under studying order to ensure that all theoretically relevant variables are
included in the model.

279 The remedial measure is easy if we know or have determined through the
above test which variable has been omitted. If the omitted variable is available include it
in the model. If the omitted variable is not available, try to find a proxy variable that is
closely related to this missing variable.

(8) Inclusion of Unnecessary Variables (Redundant Variables Test)

280 In some cases, there is a high temptation of running away from under-fitting a
model by including as many variables as one can think of. This can be done without
noticing that one is also running into another problem, over-fitting or over specifying,
which results from including too many variables. Some researchers want to include all
sorts of variables, sometimes even including those that have no theoretical basis. In most
cases, one is not sure about the role of such variables in the model, especially when the
theory underlying the phenomenon under study is not well developed. Over-fitting a
model has the main effect on increasing the R-squared, showing as if the predictive
power of the model has increased.
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281 To test for redundant variables in E-views, select View/Coefficient Tests/Redundant
Variables-Likelihood Ratio... In the dialog that appears, list the names of each of the test
variables, separated by at least one space. Suppose, for example, that we included exports
(el) and investments (il) as part of the variables that explain consumption in the initial
regression as:

cel c yd1 pcpix poil pm el il

282 If you type the list: el i1 in the dialog, then E-Views reports the results of the
restricted regression dropping the two regressors, followed by the statistics associated
with the test of the null hypothesis that the coefficients on the two variables are jointly
zero (that the two variables are not necessary in the model). In our case we have:

EA Eviews - [Equation: UNTITLED Workfile: EVIEWS MODEL:Quarterly] == =]
E] File Edit Object WView Proc Quick Options Add-ins Window Help
T
[view[Proc] object] [print| Mame[ Freeze | [ Estimate | Forecast | stats | Resias |
Redundant Variables Test =
Equation: UNMTITLED |
Specification: CE1 C YD1 PCPIX POIL PM E1 11 | =
Redundant Variables: E111 i'—l
value of Probability B
F-statistic 11.88421 (2, 93) 0.0000
Likelihood ratio 22 75931 2 0.0000
F-test summary:
Sum of Sqg. of Mean Squares
Test SSR 2.09e+09 2 1.04E+09
Restricted SSR 1.03E+10 a5 1.08E+08
Unrestricted SSR 8.17E+089 a3 87851643
Unrestricted SSR 8.17E+D9 a3 87851643
LR test summary.
Value of
Restricted Logl -1064.203 a5
Unrestricted LoglL -1052.823 a3
Restricted Test Equation:
Dependent Variable: CE1
Method: Least Squares
Date: 07/30/12 Time: 12:48
Sample: 198001 200404
Included observations: 100
Variable Coefficient Std. Error t-Statistic Prob.
< 111267 .6 23243 87 4 7TBG6965 0.0000
YD1 0.599910 0.066198 9.062325 0.0000
PCPIX 1028.081 192.7730 5.333117 0.0000
POIL 167 9236 141.0900 1.190188 0.2369
PmM 1071790 134 1687 0.798838 04264
R-squared 0.989075 Mean dependentvar 475855.8
Adjusted R-squared 0.988615 S.D. dependent var 97387.55
= E nfranrascinn AN201 A4 Akaika infn critarion 21 2R ANA =
Path = chusers\joducrdocuments DB = none WF = eviews model

283

The p-values associated with the F-statistic and the log-likelihood ratio are both

less than 0.05 (at 5 percent significance level) implying that we reject the null hypothesis
that the two variables are not necessary in the model.

284 The consequences of over-fitting a model are as follows:
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e The OLS estimators are all unbiased and consistent. This is because if the
included variable is not relevant in explaining the phenomenon, its coefficient
is expected to be zero, thus leaving the relevant variables estimating their true
values.

e The variance from the estimated model is correctly estimated and thus the
hypothesis testing and confidence interval analysis remain valid.

e However the estimated coefficients from the estimated model are inefficient,
with their values and their standard errors larger than those estimated from the
true model. This will invalidate the confidence intervals based on the standard
errors of the coefficients

e This makes the t-ratio smaller than it should be, and makes it more likely that we
won't be able to reject the null hypothesis (that the coefficients are statistically not different
from zero) when we should. In other words, we are likely to conclude from the
resulting t-statistics that the variables are not important explanatory variables
when in actual sense they are.

285 By looking at the two specification errors, it can be seen that it is better to include
irrelevant variables if one cannot correctly specify a model, although this philosophy is
not encouraged. The coefficients, as has been highlighted before, are still unbiased and
consistent, the variance is still correctly estimated and the standard hypothesis testing
procedures apply. The only penalty we suffer is that the inclusion of such superfluous
variables tends to result in our probability inferences about the true parameters being less
precise because the confidence intervals are wider.

3.10.2 Estimation with Non-Stationary, but Cointegrated variables with No
Feedback Effects - Error Correction Models

286 We mentioned above that after testing for unit roots and finding that all your
variables are stationary at levels (no feedback effects), then you use a single equation of
the variables at their levels.

287 We also mentioned that if we test for unit roots and find that the variables are
non-stationary and cointegrated then we use an error correction model. We will at the
end of this section mention what to do when you encounter a situation of non-stationary
variables that are not cointegrated.

288 We also mentioned that you can correct for non-stationarity by differencing if
the variables are difference stationary.

289 Differencing however, results in the loss of some valuable long-run information
in the data. You cannot therefore use coefficients from a regression using only differenced
variables to make inferences about the long-run relationships, but only short-run
relationships.
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290 But we need to know something about the long-run relationship even among
the variables that are non-stationary at levels. This inference is only possible if the non-
stationary variables are cointegrated.

[ But what is cointegration and how do you test for it? ]

291 The notion of long run equilibrium in econometrics implies that two or more
variables may wander away from each other in the short run but move together in the
long run.

292 When the variables wander away from each other, they are called random walk
processes. In the long run however, it may be possible that these variables move in the same
direction (have a long run relationship). In this case, there may be a linear combination of
these random walk processes, that is, a white noise (stationary) and the variables are said
to be cointegrated. The process by which the random walk processes come back towards
(attract) each other is called an error correction mechanism. We will come back to error
correction mechanisms later.

293 Several approaches have been proposed in the literature to test for cointegration
among variables. The two most popular however, are the Engle-Granger two Step Method
and the Johansen’s test. We will illustrate how to test for cointegration using only these
two approaches.

A. Engle-Granger Two Step Cointegration Method

294 Let us use the investments equation (IP1) in our database to test for cointegration
among the variables in that model

295 The variables in the investment equation are; Private Investment (IP1);
FGOVLR-real bond rate; YCU-capacity utilisation and Y1-real GDP.

296 There are two steps to be followed;

(@) Step One-Estimate the Long-run Equation

297 The long run equation to be estimated is given as: LOG(IP1) C LOG(Y1)
(FGOVLR(-3)/100) LOG(REXD/ (PCPIX/PCPIUS)) (YCU-100)/100
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Equation Estirnation et

Spedfication | Options

Egquation specification
Dependent variable followed by list of regressors induding ARMA
and PDL terms, OR an explict equation like ¥ =c{1) +c(2)*X.

LOG(IP1) C LOG(Y 1) (FGOVLR(-3)/100) LOG({REXD/(PCPI¥/PCPIUS])) (YCU-
100)/100

Estimation settings

Method: |15 - Least Squares (MLS and ARMA) v]
Sample: 1gzn01 200404 -
I Ok ] [ Cancel ]
298 The results are given as:
E EViews - [Equation: UNTITLED Workfile: EVIEWS MODEL: Quarterl... | (=] || = || 22|
File Edit Object View Proc Quick Options Add-ins Window Help
=TI
[ViewlProc[Object] [Printhame[Freeze] [EstimateIForecastIStatsIResids]
Dependent Variable: LOG(IP1) -
Method: Least Squares
Date: 07/31M12 Time: 12:06
Sample (adjusted). 1980CQ4 200404
Included observations: 97 after adjustments
ariable Coeflicient Std. Error t-Statistic Prob. (1
C -9 267427 1.321822 -7.011101 0.0000
LOG(Y1) 1.569875 0108177 14.51210 0.0000
FGOVLR({-3100 0.180970 0.327577 0.552451 05820 | =
LOG(REXD/PCPIX/PCPIUS)) -0.111929 0.057701 -1.939804 0.0555
(YCuU-100)100 1.821002 0.590567 3.083482 0.0027
R-squared 0.806847 Mean dependentwar 11.31802
Adjusted R-squared 0798449 S.D. dependentvar 0213483
S.E. ofregression 0.095842 Akaike info criterion -1.802064
Sum squared resid 0.845081 Schwarz criterion -1.669347
Log likelihood 92 40009 Hannan-Quinn criter. -1.748400
F-statistic 96.07640 Durbin-Watson stat 0.120687
Prob{F-statistic) 0.000000
Path = c\users\joduor\documents | DB = none | WF = eviews model

(b) Step Two - Test for Stationarity of the Residuals

299 From the estimation of the long run equation, generate the residuals and test
whether the residuals are stationary or not.

300 If the residuals are stationary, then the variables are cointegrated; if the residuals
are not stationary, then the variables are not cointegrated.
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301 To generate the residuals, click Proc, Make Residual Series and name the
residuals. We have named the residuals as resid02

302 We can then test for the unit roots in the residuals (resid02) in the usual way.
The unit root test results on the residuals are given as;

b Eviews - [Series: RESIDO2  Workfile: EVIEWS MODEL: Quarterly’] == =]
File Edit Object WView Proc Quick Options Add-ins Window Help
— On O
[View[ ProcI Object[ Froperties ] [ Print[ NameI Freeze] [ SampleI Genrl Sheetl Graph I Stats IIder
Phillips-Perron Unit Root Test on D{RESID02)

Mull Hypothesis: D(RESIDOZ2) has a unit root e
Exogenous: Constant, Linear Trend [
Bandwidth: 2 (Mewey-West automatic) using Bartlett kernel

Adj. -Stat Prob.>

Phillips-Perron test statistic -10.14149 0.0000
Test critical values: 1% level -4 054393

5% level -3 456319

10% level -3.153989
*MackKinnon (1296) one-sided pwvalues.
Residual variance (no correction) 0001164
HAC corrected variance (Bartlett kerneal) 0001174 .

| Path = chusers’joduoridocuments | DE = none | WF = eviews model
303 Using Phillip-Perron test, the results show that the residuals are stationary

meaning that the variables in the investment equation are cointegrated.

We will illustrate how to test for cointegration using the Johansen
approach under the Vector Error Correction Models.

B. Error Correction Models

304 Granger’s Representation Theorem (Granger 1983) has shown that whenever
cointegration exists between non-stationary series, there must exist an error correction
mechanism maintaining it.

305 Non-stationary variables that are cointegrated must therefore be represented
by an error correction model.

306 Assume we have two variables y, and Z that are cointegrated, an error
correction model can be formulated in the form;

)4 P
Ay, =6,+, [y —az |+ D nAy, + D Az, +e,
i=1 i=1
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» »
Az, =0,+¢. [yH -0z, ] + Z72iAyH' + Z/iziAZH té,

i=1 i=1
where i=1,.., pare the number of lags, ¢ and ¢ are the adjustment parameters. It is
possible to use the deviation series in period (7-1)estimated in step two, that is {£,,} as
an instrument for the explanatory variables y, , —a,z,, to avoid cross-equation
restrictions. The above error correction models then become;

p »
Ay, =6, + §oy‘§m+z Ay, + zﬂ’liAZt—i +é,

i=1 i=1
P P

Az, =0,+¢.¢, +Z V2, + Zﬂ’ZiAZt—i +e,
i=1 i=1

{5[71} is the error correction term. The other variables are in their first differences, A is the

difference operator. This model can then be estimated using OLS.

C. Formulating an Error Correction Model in E-views

307 We have just tested for cointegration using the Engle and Granger two step
method.

308 From that process, we generated the residuals from the long-run model and

named then resid02.

309 From the formulation of the ECM above, the ECM is basically first differences of
the non-stationary variables and the error term, which is lagged once as shown in the
example of the investment equation below ;

Equation Estimation | =X |

Spedification | Options

Equation spedfication
Dependent variable followed by list of regressors induding ARMA
and PDL terms, OR an explicit equation like ¥ =c{1) +c{2)*X.

dleg(ip1) dloglip1{-1}) resid02{-1} -

Estimation settings

Method: [LS - Least Squares (MLS and ARMA) V]

Sample: 93041 200494 -

[ QK ] [ Cancel ]
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310 The results are given as;

F |
b Eviews - [Equation: ECM_IP1  Workfile: EVIEWS MODEL:Quarterhy] | = |[ = |[ 22 |
File Edit Object View Proc Quick Options Add-ins Window Help

il i

[View[Proc[Dbject] [PrintINameIFreeze] [Estimate[Forecast[StatsIResidsl

Dependent Variable: DLOG(IP1)

Method: Least Squares

Date: 0713112 Time: 12:33

Sample (adjusted). 19800Q3 200404
Included observations: 98 after adjustments

Variable Coefficient Std. Error t-Statistic Prob.
DLOG(IP1{-1)) 0.120885 0.098692 1224879 0.2236
RESIDOZ2(-1) -0.075087 0.039252 -1.912931 0.0587

R-squared 0.005847 Mean dependentwvar 0.007579
Adjusted R-squared -0.004509 S.D. dependent var 0.03589498
S.E. ofregression 0.036079 Akaike info criterion -3.7859498
Sum squared resid 0.124965 Schwarz criterion -3.733244
Log likelinood 187.5139 Hannan-Quinn criter. -3.764660
Durbin-Watson stat 2077666

| Path = c\users\joduor\documents | DB = none | WF = eviews model

311 The coefficient of resid02 is the error correction term. It should ideally be negative
and less than one. A negative sign means that the short-run shocks adjust towards the
long-run path.

312 The results show that the error correction term in the above ECM is 0.07 or 7
percent. This is interpreted as ‘seven percent of the short-run shocks will be adjusted back
to the long run path in one period (in our case in one quarter, because we are using quarterly
data). It means that it takes about 14 quarters for a temporary shock on investments to
adjust fully back to the long-run path.

313 The coefficients of the ECM as given in the output above are the short-run
coefficients. When the variables are cointegrated, the coefficients of the estimation of the
variables in their levels are no longer spurious. Stock (1989) shows that the coefficients are
super-consistent when the variables are cointegrated. That is the reason why you can be
able to interpret these coefficients as the long-run coefficients while the coefficients from
the estimation (in levels) of variables that are non-stationary but are not cointegrated are
spurious.
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3.10.3  Estimation with non-Stationary, but Cointegrated Variables with Feedback
Effects - Vector Error Correction Models (VECM)

314 When there are feedback effects, we use the vector autoregressions (VAR).

315 VAR econometrics analysis entails estimating regression equations in which the
current value of each variable is expressed as a function of lagged values of itself and of
each of the selected variables. No variable is assumed to be exogenous a priori and no
variable is excluded from the autoregressive equation for any of the variables in the
system. VAR sidesteps the need for theoretical underpinning of the models. If you have
variables that have no known theoretical relations and the variables are suspected to have
feedback effects, then the best modeling approach is the VAR.

316 Just like in the single equation approach, when equations in a VAR are
cointegrated, then they must be represented by an error correction model. In this case, the
model is called a Vector Error Correction Model (VECM).

See the Appendix C for the technical
details of a VAR and a VECM

A. Estimating a VECM in E-views

317 To illustrate how to conduct Johansen cointegration test and thereafter estimate
a VECM, we use monthly Kenyan data on the log of exchange rates (le), log of money
supply (Im3), log of interest rates (Ir) and log of exports (Ix) for the period January 1993 to
December 2001 (108 observations). The data is also provided in the CD accompanying this
manual and E-views work-file is named ‘Kenyan Data’ in the ‘E-views MEFMI Manual’
folder.

STEP 1: Determine the order of integration of variables

318 The first step in the exercise involves the determination of order of integration.
This is done using the formal unit root tests as was illustrated earlier.

319 It is always a good idea to first plot the variables to see how they look like.
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BA EViews - [Group: UNTITLED Workfile: DATA2:Data2\] (===
File Edit Object View Proc Quick Options Add-ins Window Help _mX
[View[ProclObject] [PrintINameIFreeze] [Default V] [OptionsIPosition1SamplelSheetlStatslSpec]
LE LM3
44 128
s 126
124
4.0
122
384
120
=9 1ns-
A e e e
a2 94 85 i a7 a8 -] 1] (11} a2 94 85 96 a7 28 ) 1] (11
LR LX
45 93
9.6
40
944
354 a2
104 9.0 4
884
254
86
B B B B A e
93 54 95 95 7 38 9 00 ™M 93 94 95 9% 97 3B ¥ W L}
Path = c\users\joduoridocuments | DB = none = WF = data2

320 A casual inspection of the plots of the variables above shows that the variables
could be non-stationary. Formal tests which we will not report here show that the four
variables are I(1). Those interested in how to conduct the tests can refer back to the section
on unit root tests.

STEP 2: Determine the number of lags for the VAR

321 Before estimating a VAR, you must think about the appropriate lags to use.
Using too many lags will reduce the degrees of freedom while too few lags may leave out
a lot of information in the data. One option to use in determining the optimal lag length
are the various information criteria. These include the Akaike information criterion (AIC),
Schwarz information criterion (SC), Hannan-Quinn information (HQ) criterion, Final
prediction error (FPE) and sequential modified LR test statistic.

322 To choose the optimal lag length, you will need to estimate the VAR first.
Highlight the variables and right click on ...Open, as Var... to open the variables as VAR.

323 This opens a menu, which has Basics/Cointegration/VEC restrictions. Select
unrestricted VAR. In the lag length you can put between 6 or 12 lags depending on the
number of observations you have. Maybe start with 10 lags; if you find that the estimation
cannot be done due to few observations reduce to 8 lags or so. In our case, we
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start with 8 lags. To put 8 lags, change to 18 in the space written lag intervals for
endogenous variables.

A Eviews - [Workfile: DATA - (f:\jacob\kippra\overshooting\data2.wfl)] (== =]
File Edit Object View Proc Quick Options Add-ins Window Help _mXx
[ViewIProcIObject] [PrintISa\reIDetails+!-] [ShowlFetchIStorelDeleteIGenrlSample]

Range: 1993M01 2001M12 — 108 obs Filter: *
Sample: 1993M01 2001M12 — 108 obs

A cab VAR Specification @
Basics | Cointegration | VEC Restrictions

& :nf VAR Type Endogenous Variables
e _
&4 ® Unrestricted VAR e m3Ir bk

A Inx (2) Vector Error Carrection

E lic Estimation Sample Lag Intervals for Endogenous:
&4 mm3 1993m01 2001m12 18

M p Exogenous Viiables

& pp c

< +' Data2 | New Page /

| Path = c\users\joduor\documents | DB = none | WF = data2

324 The program will estimate the reduced form VAR with the following output.
EA Eviews - [Var: UNTITLED Workfile: DATAZ2:Data2\] (===
File Edit Object View Proc Quick Options Add-ins Window Help e x
[ViewIProcIObject] [PrintINameIFreeze] [EstimatelStatsllmpulseIResids]
Vector A g i E

Vector Autoregression Estimates

Date: 07/31M12 Time: 16:01 [
Sample (adjusted): 199200 2001M12

Included observations: 100 after adjustments

Standard errors in ( ) & t-statistics in []

LE LM3 LR LXK
LE(-1) 1131887 -0.064449 -0.036275 0.756101
(0.12401) (0.05403) (0.43250) (0.39170)
[9.12752] [1.19277] [-0.08387] [1.93030]
LE(-2) -0.205907 0.029325 0.645301 0.636628
(0.18408) (0.08021) (0.64200) (0.58145)
[-1.11858] [0.26561] [1.00514] [1.09490]
LE(-3) 0017786 0.008994 -0.640106 -1.797826
(0.18902) (D.08236) (0.65923) (0.59705)
[0.09410] [0.10921] [-0.97099] [-2.01118]
LE(-4) 0177278 0.099701 0.392036 0.434660
(0.19845) (0.08647) (0.69211) (0.62682)
[0.89384] [1.15305] [0.56644] [0.69343]
LE(-5) -0.137184 -0.158759 0.087786 -0.502459
(0.17866) (0.07785) (0.62311) (0.56433)
[0.76784] [-2.03938] [0.14088] [-0.8903E]

Path = c\users\joduoridocuments | DB = none | WF = data2
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325 After this estimation, go to View/lag structure/lag length criteria. In the lag
specification, select larger lag. For instance, 12 lags. Higher versions of E-views uses
several information criteria to select the lags (We are using E-views 7 for the tests):

BA Eviews - [Var: UNTITLED Workfile: DATA2:Data2\] [ l=] =]
File Edit Object View Proc Quick Options Add-ins Window Help = x
lViewIProcIObject] lPrintIName]Freeze] [EstimatelStatsllmpu\se]Resids]
Vector Autoregression Estimates
VectoyAutoregression Estimates S
Date /3112 Time: 16:01 |
Sample Nadjusted): 1993M09 2001M12
Included servations: 100 after adjustments
Standard eNors in () & t-statistics in [ ]
\ LE LM3 LR LX
LE(1) 1.131887 -0.064449 -0.036275 0.756101 = -
(0.12401) (0.05403) (0.43250) (0.39170) Lag Spemﬁcatmn 3
[9.12752] [-1.19277] [-0.08387] [ 1.93030]
LE(-2) -0.205907 0.029325 0.645301 0.626628
(0.18408) (0.08021) (0.64200) (0.58145)
[-1.11858] [ 0.26561] [1.00514] [ 1.09490] )
Lags to indude: _ &
LE(-3) L.017786 0.005094 -0.640106 -1.797826
(IN18902) (0.08236) (0.65923) (0.59705)
410] [0.10921] [-0.97099] [-2.01119]
LE(-4) 017778 0.099701 0.3920326 0.424660
1) (0.62682) oK c |
Click View/lag structure/lag [ %8 2Li=
L length criteria. Choose 8 -0.502459
) ) (0.56433)
lags and click OK Bl [0.89026] =
= yjoduoridocuments | DB = none | WF = data2

326 The results of the lag length test are given as;
A Eviews - [Var: UNTITLED Workfile: DATAZ:Data2\] (== ]==]
File Edit Object View Proc Quick Options Add-ins Window Help _EmXx

[ViewlPro(IObjed:l [Prmthame[Freeze] [Estimatel StatslImpuIse]Reswds]

VAR Lag Order Selection Criteria B
Endogenous variables: LE LM3 LR LX

Exogenous variables: C

Date: 07/31/12 Time: 16:02

Sample: 1993M01 2001M12 E
Included obsernvations: 100

Lag LogL LR FPE AlC sC HQ

0 106.3951 NA 1.52e-06 -2.047901 -1.843694 -2.005727

1 601.9891 941.6287 1.04e-10 -11.63978 -11.11875* -11.42891*
2 6148922 23.48363 1.10e-10 -11.57784 -10.63998 -11.19827

3 G36.9154 38.32030* 9.82e-11* -11.69831* -10.34362 -11.15004 |
4 G498 55888 21.53588 1.05e-10 -11.63778 -9.866260 -10.92081

5 G60.3453 16.52133 1.19e-10 -11.52691 -8.338564 -10.64125

i G673 6360 19.93595 1.28e-10 -11.47272 -8.867549 -10.41836

7 G86.8239 18.72689 1.39e-10 -11.41648 -8.394451 -10.19342

8 7025257 21.04040 1.44e-10 -11.41051 -7.971690 -10.01876

* indicates lag order selected by the criterion

LR sequential modified LR test stafistic (each test at 5% level)

FPE: Final prediction error

AIC: Akaike information criterion

$C: Schwarz information criterion

HQ: Hannan-Quinn information criterion =

-11.15004 Path = c\users\joduoridocuments | DB = none | WF = data2
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327 It can be observed from the table above that the majority of the criteria suggest
that we use 3 lags (see the row in bold). You always go with what the majority suggest.

STEP 3: Cointegration test

328 To do cointegration test, go to View/cointegration test. But now you choose one
lag because you have established that three lags are optimal

329 You will also need to determine the trend characteristics of the VECM. The
variables may have either deterministic or stochastic trends. Similarly, the cointegrating
equations may have intercepts and deterministic trends. Without going into too many
technical details about this, we will assume that there is no trend but that there are
intercepts and choose option number three. Readers who are interested in the technical
details can consult econometrics text like Enders (2004).

Johansen Cointegration Test @
Cointegration Test Specification | VEC Restrictions

Deterministic trend assumption of test Exog variables*

Assume no deterministic trend in data:
(71 1) Mointercept or trend in CE or test VAR
() 2) Intercept (no trend) in CE - no interceptin VAR

Allow for linear deterministic trend in data: Lag intervals
@) 3) Intercept (no trend)in CE and test VAR 13
() 4) Interceptand trend in CE - no intercept in VAR

Lag spec for di

Allow for quadratic deterministic trend in data: endogenous

() 5) Interceptand trend in CE - intercept in VAR

Summary: Critical Values N

(71 &) Summarize all 5 sets of assumptions @ MHM

Size  0.05
* Critical values may not be valid with exogenous _
variables; do not indude C or Trend. ) Osterwald-Lenum
[ QK ] [ Cancel ]
330 After selecting the trend characteristics, we test for cointegration. From the

estimated output window, and choose option 2 (intercept but no trend) and click OK.
Remember to change the lag length, so that you use three lags as was determined above.
We therefore put 1 3 in the space for lags. This means that we are using lags one to three
in the estimation. The results are given as:
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Unrestricted Cointegration Rank Test (Trace)

Hypothesized Trace 0.05
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**
None * 0.262758 62.67086 54.07904 0.0071
At most 1 0.142197 30.96765 35.19275 0.1331
At most 2 0.100725 15.01610 20.26184 0.2254
At most 3 0.037498 3.974749 9.164546 0.4159

Trace test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

Hypothesized Max-Eigen 0.05
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**
None * 0.262758 31.70320 28.58808 0.0193
At most 1 0.142197 15.95155 22.29962 0.3017
At most 2 0.100725 11.04135 15.89210 0.2488
At most 3 0.037498 3.974749 9.164546 0.4159

Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values |

331 Both the Trace Test and the Maximum eigenvalue test indicate that there is only
one cointegrating equation.

STEP 4: Test long-run restrictions

332 After finding that there is only one cointegrating equation, we can now estimate
the VECM which includes the long-run theoretical restrictions.

333 The formulation of a VECM is given in Appendix C.

334 It is now time to estimate the VECM. Before we do that, we need to formulate
the VECM with our trend assumptions, to see how it looks like. Since we included the
intercept in the cointegrating space, there are at most 4 cointegrating vectors and loading
matrices as follows.
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Alne, d, d, d Yuo Vi Vi Y Aln e
-1
Am, _ d, dy dy . Yo Vo Vu Vo Ailnn’; .
= -1
Ar, dy dy dy Vi Vn Vyno Ya|l Aln r,j]
| Ax, dy d, dg Yo Ve Y Vu Ax,
Ta a a, o Ine,
a“ alz an aM B By By Bu Bs In ! &y
m,_
aﬂ azz (ZB 0{24 B Bn PBn Bn Bs In - N €
3 32 33 34 v,
a I o o o Bis Bun Bun Bu PBs ¥ {ll &y
.
" . " " B Bu By Pu P C Eu
| [%s1 s O3 Oy
335 Remember, we found out that there is only one cointegrating relation among

the variables. With only one cointegrating relations, our VECM can take several forms
like;

[Aln e, d, d, d; Yu Vi Y Y
Alne, |
Am, _ dy dy, dy + Vo Vn Vn Yu Ailnm, |+
Ar, dy dy, dy Vs Vo Vs Va Alnr,,
| Ax, dy d, dg Yo Vo Vi Vau Ax,
[ Ine,_
"By Bu Bu Ba B ! &y
a,, Inm,_
€y
a Inr +
31 -1
&3,
A g X
L, C Eu
336 If the cointegration relation is among the variables in the second equation, we
will have;
[An €, d, d, d; 7 712 Vi3 7V
Alne,
Am, _ d, d, dy . Vo VYao Yu Vo Ailnm, |+
Ar, dy dy,  dy Vs Vo Vs TV Alnr,
L Ax, dy dy dy Yo Ve Vi Vau Ax,
_alz In [P
1 Elr
a n m
. ﬂlZ ﬂzz ﬂ32 ﬂ42 ﬁSZ ! 52/
0!32 In r, + ¢
ayp X 831
_0!52 C 4t
337 There are four of such possibilities because we have four possible cointegrating

relations. We have found, however, that there is only one cointegrating relation. What we
do not know is which of the four possible relations is the one we got. The task then is to
determine which of the possible four relations is binding here. This is done by imposing
long-run restrictions in the VAR.



94 Macroeconomic Modeling and Forecasting Manual

338 There are four possibilities. If the cointegration relation is among the variables
in the first equation then the one cointegrating vector is given as:

ﬂll lnetfl + ﬂ21mt71 + ﬂSl lnrtfl + ﬂ41x171 + ﬂSlC
339 This cointegrating vector feeds into the 4 different equations as follows;

Alne, = a,, [ﬂll Ine_, +f, Inm_, + f; Inr_ + Byx,_, + :lec]
Alnm, = a21[ﬂll Ine_, +fy Inm,_, + f; Inr_, + fx,, +ﬂ51C]
Alnr, = 0{31[ﬂ11 Ine_, + By Inm,_ + fy Inr_ + f,x,, +ﬂ51C]
Ax, = ay, [ﬂn Ine_, + S, Inm,_, + S, Inr,_, + B, x,, +ﬂslc]

340 The reason why we cannot just assume that the relationship obtained is on the
first equation is that, all the variables in the system have unique theory behind them
which could be binding in this data or not. What we do not know is which theory is
binding and which is not, but we know that out of the four theories governing the
relations, one is binding in the long run. This is now where theory comes in. You need to
know the theoretical relationships among the variables in the model and test each of them
to see which theoretical relations are represented by the one cointegrating relation.

341 We can first test whether the theoretical relationship governing exchange rates
and the other variables is supported by this model. If not, then we proceed to test maybe
the money demand theory represented by the second equation in the system, or the
Taylor rule represented by the interest rate equation in the third row. We will do this until
we find which long-run relationship is represented by the one cointegrating relation that
we found. To start, let us long run relationship with exchange rates so that the restricted
VECM is given as:

[Aln € d, d, d, Yu o Vi Vi Y Al
ne,,
Am, _ dy, dy dy 4 Vo Vo Yn Tu Ailnm, |+
Ar, dy dy, dy Vsio Vo Vs YV Alnr,,
LAx, dy dy dy Yo Vo Ve Va Ax,
[a Ine,
WAy Bu Buw Bu B ' e
Xy Inm,_
&y
ay, Inr_, [+
Y
Ay X
las C Eu
342 Observe here that the coefficient of exchange rates in the exchange rate equation

is normalised to one. To impose the restriction that this coefficient is one and all the others
in the system are non-zero, go to view/cointegration test. Select VEC restrictions.

343 In the VEC coefficient restrictions, click on impose restrictions. A blank space to
type the restrictions is then activated. In our case we type B(1,1)=1.
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Johansen Cointegration Test == |

Cointegration Test Specification | VEC Restrictions

Restrictions may be placed on the coefficients B{r k) of the r-th -

cointegrating relation: r |

B{r, 1)*LE +B(r,2)*LM3 +B(r,3)*LR +B(r, 41X
VEC Coefficient Restrictions Optimization
Impose Restrictions Max Iterations:
Enter restriction: (Example: B(1,1)=1, A(2,1)=0) £LD

B(1,1)=1 =

Convergence:
i 0.0001
[ OK I I Cancel ]
344 Note that the ordering of the variables is important here because B(1,1)=1

instructs E-views to test whether truly the coefficient £, equals to one. In this case,

exchange rates must be the first variable in the order. If exchange rates were the second
variable, this restriction test would be on something else but not on the coefficient of
exchange rates. After imposing the restriction, we get the following results.

P

EA Eviews - [Var UNTITLED Workfile: DATAZ:Data2\] (=& =]

File Edit Object View Proc Quick Options Add-ins Window Help

[ViewIProcIDbject] [PrintINameIFreezel [EstimatelStatsllmpulseIResidsl
Johansen Cointegration Test

et

Tests of cointegration restrictions:

Hypothesized Restricted LR Degrees of

MNo. of CE(s)  Log-likehood Statistic Freedom Probability I
1 658.7748 A MNA A
2 GGG6.4983 MA MNA MA
3 6697710 A MA MA

MA indicates restriction not binding.

-

| Path = chusers\joduoridocuments | DB = none  WF = data2

345 The results show that the restrictions were invalid, implying that there is no long
run relationship in the exchange rate equation with all those variables as we have them.

346 We then try another set of restrictions. Let us try the money demand function
and put the restrictions, B(2,1)=0, B(2,2)=1, B(2,4)=0. These restrictions suppose that money
demand is not a function of exchange rates or exports but a function of interest rates only.
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| . |
Johansen Cointegration Test 25l
Cointegration Test Specification | VEC Restrictions
Restrictions may be placed on the coeffidents B(r,k) of the r-th -
cointegrating relation: 1
Bir, )®LE +B{r,2)*LM3 +B{r,3)*LR + B{r,4)*Lx
VEC Coeffident Restrictions Optimization
Impose Restrictions Max Tterations:
Enter restriction: (Example: B({1,1)=1, A(2,1)=0) 500
B(2,1)=0, B(2,2)=1, B(2,4)=0 G
Convergence:
0.0001
0K I I Cancel
347 The results are given as;
bA EViews - [Var UNTITLED Workfile: DATAZ2::Data2\] == =]
File Edit Object WYiew Proc Quick Options Add-ins Window Help o m X

[\c’iewl Procl Object] [Printl Namel Freeze] [Estimatel Stats IImpuIseI Resids]

Johansen Cointegration Test

Restrictions:

B(2,1)=0, B(2,2)=1, B(2 4)=0

Tests of cointegration restrictions:

Hypothesized Restricted LR Degrees of

MNo. of CE(s) Log-likehood Statistic Freedom Probability
2 665.7260 1.544511 8 0.991944
3 669.7710 MA MNA MA

MA indicates restriction not binding.

Path = cusers'joduoridocuments DE = none WF = data2

348 The hypothesis is not rejected, implying that data is consistent with a
traditional demand for money equation specified in the VAR.
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349 The estimated long run and VECM model is given as:
Restricted cointegrating coefficients (not all coefficients are identified)
LE LM3 LR LX C
-5.423911 -13.10727 -49.24875 13.72985 185.6976
0.000000 1.000000 36.88201 0.000000 -105.6951
0.644471 18.12708 12.40849 -23.46497 -44.22526
Adjustment coefficients (standard error in parentheses)
D(LE) 0.007908 0.008246 0.005717
(0.00343) (0.00402) (0.00188)
D(LM3) 0.004602 0.006295 9.01E-05
(0.00165) (0.00194) (0.00091)
D(LR) 0.019778 0.021163 0.007431
(0.01202) (0.01412) (0.00661)
D(LX) -0.011411 -0.017144 0.009103
(0.01224) (0.01438) (0.00674)
350 From the estimated coefficients, the long-run demand for money function for
Kenya can be written as;
Inm, =36.88r —105.69
351 It is important to observe the elasticities obtained here may not make a lot of

sense as we suspect that the model is wrongly specified. A traditional money demand
function should have income as one of the explanatory variables. We did not have it in
our model. So we do not labour to make sense out of the results. Just to illustrate the
process.

352 One important point that comes out from the preceding discussion is the
importance of selecting the right variables to include in the model. Theory must always
guide you from the beginning, because as can be seen above, we did not include income
variable in the model and therefore, we cannot conclusively infer about money demand
function for Kenya.
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CHAPTER 4

BUILDING A PROTOTYPE MODEL
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Introduction

Using the single equation Engle Granger approach described in the previous
chapter (paragraph 220, page 67), we will show how to build a simple macroeconomic

model in E-views.

354

Why E-views?

There is variety of software packages that can be used in developing
macro economic models. In this case, we have chosen E-views as it is
generally the preferred software for this type of exercise. It is also the

software used in the MEFMI macroeconomic modeling course and
thus, it is natural to extend its use to this manual.

Other types of economic software packages are Matlab, GAMS, etc.
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Why macro model based on two-step Engle-Granger equations?

There are different techniques and types of models available to
economists. Presenting all of these in this manual will create the risk
of overwhelming and confusing the reader, while at the same time
not addressing the prime objective of this manual, which is to create
a simple step-by-step guide to macro model building. The selected
technique is relatively simple and easily implementable in member
countries based on the availability of data and capacity. The VAR,
VECM techniques presented in the previous section and the ARIMA
methodology presented in the next section aim to compliement this
macro model.

4.2 A Simple Model of a Hypothetical Economy in E-views Platform

355 The critical steps involved in building a model are illustrated in the figure below
and explained thereafter;

Figure 4.1: Critical Steps in Model Building

Preliminary data analysis
and data transformation

Equation estimation

Equation diagnostics

A A

Model building

Model testing

Model updating

356 After the identification of the theory and the variables to use for each equation in
the model, and after transferring the data from excel to E-views, the first step would be
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to conduct preliminary data analysis and data transformations. Preliminary data analysis
involves plotting the data to see whether there could be some abnormal data points that
may need closer scrutiny. Such abnormal data points are called outliers. Outliers can result
from mistakes in data entry or just shocks to the variables during a particular period. Data
transformation involves getting the logs of variables where necessary, growth rates and
ratios.

357 The next step is estimation of the equations. After ensuring that the data is clean
(has no mistakes in the entry and has been transformed, the modeler starts the equation
estimation process. For time series data that you will most likely be using, the first step is
to test for unit roots. In the preceding step, you have plotted the variables and you already
have an idea from the graphs whether the variables are stationary or not. But casual
inspection is not enough; you must formally test for unit roots. If you find that the data is
non-stationary, you test for cointegration. Existence of cointegration (from the Granger
Representation Theorem) necessitates the use of the error correction model.

358 After estimating the equation that you feel best represents the reality in your
economy, you need to conduct model diagnostics, testing whether there are any violations
of OLS assumptions including the existence or not, of heteroskedasticity, autocorrelation,
normality or errors and multi-collinearity.

359 After this, the modeler brings all the equations into the model one at a time. It is
advisable to bring in one equation, solve it in-sample and out-of-sample, use it for
simulating some policy and test its stability by generating the impulse response functions
before you bring in the next equation into the model.

360 Finally, all the variables are brought into the model and the overall model stability is
tested. The model can be updated as new information comes and new solutions derived.

4.3 Bringing the Estimated Coefficients into the Model

361 After you have read the data and done the preliminary data analysis, you can
start estimating your equations. This was illustrated in Chapter 4. Here, we will move
directly to equation estimation. Remember you always have to do the preliminary data
analysis!

362 We will estimate the equation in two steps; first estimate the long run equation
and generate the residuals from there and then use the residuals to the error correction
model. The long run consumption equation is given in the box below:
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log(cel) log(yd1) (fprimer/100) log(rexd/(pcpix(-1)/pcpius)) c
where cel-real household

consumption yd1-real disposable Remember that the long
income frprimer-the real interest run equation has no

rate rexd-the rand-dollar differenced variables
exchange rate pcpix-cpi

inflation pcpius-the US
inflation rate

363 We had illustrated earlier how to estimate an equation in E-views. To run the
estimation, just type the commands given in the box above into the equation window.
When you are in the “Model” work-file, go to “Quick”, and then to “Equation Estimation”.
The data is given in the E-views work-file in the accompanying CD. The work-file is
named “E-views model”. The long run equation is named “aaeq_cel”. You could run the
same equation on your own and see the kind of results that you get. The output from the
above estimation is given below;

Equation Estimation @

Spedification | Options

Equation specification
Dependent variable followed by list of regressors induding ARMA
and POL terms, OR an explicit equation like ¥=c{1)+c(Z)*X.
log{ce1) log{yd1) {fprimer f100) log(rexd/(pcpix(-1) fpcpius)) c -
D _____—1 Remember to specify the
Method: 15 - Least Squares (NLS and ARMA) % -] correct method and time

Sample: 1980q1 200494 <  PeriOd- In this case 1980:1
= 2004:4
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364 The output from this equation is given by;

b Eviews B
File Edit Object View Proc Quick Options Add-ins Window Help
] Workfile: EVIEWS MODEL - ) x|
80 Motk AAMoDEL | (5D Equation: AEQCE1 Workfl: EVIEWS MODEL: Quartery\ _ox
; [view]Froc]obiec [P [viewproc] object | [print| ame Freeze | [Estimate | Forecast [ stats | Resids
| Model: AAMODEL Dependent Variable: LOG(CET)
]| Date: 0771012 Time: 1| Wethod: Least Squares
| Sample: 19830120040 Date: 0711012 Time: 19:31
()| Solve Options: Sample: 198001 200404
&)  Dynamic-Determinis| Included observations: 100 s s
Bl Soher Bopden Do these coefficients make
)| Maxiterations = 500 Variable Cosficent St Eor  tStalisic  Prob -
5 . .
)| Parsing Analytic Jacobi LoD 1056421 0025617  40.919% economic sense? Are they mn
M| 0 derivatives kept, 0 derl FPRIMER/100 0174481 7 00155 . .
G| LOG(REXDIPCPI(-TYPCPIUS) 0002729  0.017682  0.154320 03777 line with theor y ?
2| scenario: Baseline c 0801917 0283844 2825203  0.0057
S| sole begin 19:28:32
22| Solve complete 19:28:3]  R-squared 0075045 Meandependentvar  13.05265
= Adusted R-squared 0.974265 S.D. dependent var 0201136
= SE of regression 0032267  Akaike info criterion -399033
3 Sum squared resid 0099940 Schwarz criterion -3836186
3 Log likelinood 2035195 HannanQuinncrter.  -3.948218
4 F-statistic 1250301 Durbin-Watson stat 0800131
an Prob(F-statistic) 0.000000
Path = cilusers\guest\documents | DB = none | WF = eviews model

equation window, go to “proc”, “make residual series” then click ‘OK”.

F |
Make Residuals [ 23 |

Residual type
i@ Ordinary
Standardized

Generalized

Mame for resid series Remember to name the
/ residuals and click OK
resid01
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366 After this, we estimate the short run equation with the residuals lagged once (this
is the error correction model). The first lag of the residuals gives the speed of adjustment
or the error correction term. Again, go to “Quick”, “Estimate Equation” and type the
following;

The variables are in their first differences since they are non-stationary at levels.

Remember that the short
run model has differenced
variables and also includes

the new variable we just
generates resid01

367 When you click Ok, a prompt window comes;

Equation Estimation =3

Spedification | Options
Eguation specification

Dependent variable followed by list of regressors induding ARMA
and PDL terms, OR. an explict equation like ¥ =c{1) +c{2)*X.

dlog{ce 1) c resid0 1{-1) dlog{ce 1{-1)} diog{yd 1} dlog{yd 1{-2)) dum34on -
dum84q3 dumint

Estimation setings
Method: [Ls - Least Squares (MNLS and ARMA) -

13

Sample: 93001 2004q

368 These are the results from the short run model.
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R Eviews lale =]
e
e T or e T ———
(vicw | proc] obicct | rint | Name [ Erceze | [ Estimate | Forccast  stats | nesias
%ae varianle Coemcient Sta. Error t-Statistic PTOD.
18l c c 0.003253 0.001307 2488824  0.0146
B RESIDOT(1) 0038840 0039640 0.979953 03297
=B oLosaDIZ) 011058
s DUMI40N 0.001620 0.0 0894269  0.3735 3
=R SOy e the results in the short run
3 i . . . 7
Bumo model in line with theory?
Sum squarcd resid 0006520  Schwarz critcrion 6417244 Wh t b h ff fth
at about the coefficient o e
Prob(F statistic) 0.000000 ad]'ustment terms7
—

369 Please note that we have not made any efforts here to ensure that the long run
or the short-run is in line with theory, but that is something one must make sure they do
before proceeding. Always ensure that your model is in line with theory in terms of the
sign and size of the coefficients.

370 From this estimation, you will now need to generate the representations.

M Eviews

File Edit Object View Proc Quick Options Add-ins Window Help

] Workie: EVIEWS MODEL -

Range: 197001 200904 — 160 obs
Sample: 200401 200904 — 24 abs
0 aa00nimoq & cumoaz

DLOG(CE 1(-1)) DLOG(YD1) DLOG(YD1(-2)) DUM4ON DUNS4Q3 DUMINT

ESIDO1(1) + C(3/DLOGCEN(-1)) + C4YDLOGIYD1)  C(5)DLOGYD1(-2))+ C(6YDUHSAON +
INT

) 0.0388457331122°RESIDO1(-1) + 0. 1863741"DLOG(CE 1(-1)) +0.11533421814.
*DLOG(YD1) + 0.116555426641°DLOG(YD1(-2)) + 0.00161970983656" DUMI4ON - 0.068472843274°DUMB4Q3 +
0.014841721608"DUMINT

£5 aumoiaz 5 aumesqz
v\ Quarterly [TNewPage I

Path= DB = none | WF=

371 You can click on the “Name” in the above window and name your short run
equation as ‘ecm_cel” or any other name you may choose.

372 The main equation in the model will be the short-run model with the error
correction term, but you need the long run to help you generate the long-term errors to be
used for contrasting the error correction term.
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373 Once you are convinced that your equation is reasonably good you have to do
the post estimation test illustrated in Chapter 4. Based on the outcomes from these tests
you may have to re-estimate your equation.

Remember that your equation needs to satisfy three criterion:
1. Theoretical fundamentals
2. Statistical properties
3. Work well with other equations in the model.

You will not be able to always satisfy all three conditions and
hence, there will be a need for some trade offs and flexibility.
This is part of the art of model building.

374 We assume that our equation is reasonably good and proceed to the next step.
44 Model Building
441 Creating the Model Object

375 Once you have an estimated equation and you are happy with its properties you
can proceed to putting into a model object. This is as indicated below. To do that, go to
Objects, then to New Object and select “Model

Al EViews

Filz Edit Object ¥iew Proc Quick Options Window Help
smpl 7061 0491

plat (@ 7yl COy@movaviaTyl £0),123-1.04) 0

plot pefpm™100 ptt 100

Display Filter

Break Links. EA durmi2q4
e EA durD3g1

BA durmn3g2
Update selected from DE.. B durii3g3

Store selected ko DE... B durmia
Copy selected. .. BEA durmB090

Fetch from DE. ..

Rename selected. .
Delete selected

Print Selected

B4 durmD1 63

&4 dumgBqd

376 This will prompt another window asking you to give a name to the Model and
then click OK. We name our model as aa00mod. We start with aa so that the model can
appear on top of the other items in the work-file to make it easy for us to get it when we
need it. E-views lists items in the work-file in an alphabetical order.
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Ig Eviews - Wl NTMOEL-

0 Fe st O Vi Do Qe Gpers Adbis Wodow ep

e e oo e e

[Range. 197001 200304 - ti0cts Fil |
i

New Object =]

Type of object MName for object

Model aa00mod

Equation
Factor
Graph
Group

LogL
Matrix-Vector-Coef

Pool
Sample
Scalar
Series
Series Link
Series Alpha
Spool
SSpace
SVector

System
Table
Text
ValMap
VAR

1, Gurey g

377 You will need to click on text to be able to paste text in the clear space in the
model window.

Flle Edt Object View Froc Quick Options Window Help

smpl 70g1 04q1 -~
plot (o 7yl C0@m ovav( 7yl 00,1 20-1.04) 0 ]
plot pefpm*100 ptt 100

= Model: AAMOD Workfile: MEFMIVFiscal

Wiew | Proc Oh]ectl Print | Mame | Freeze| Solve| Equations|Variables | Te;

Equations: 0 Baseline

Range: 19700

Sample: 20030

[M] aamod
=] aegD1_pcpix

Click on text

<l

BA dumi2g2 FA dumBBe3

A MNew Page / )|

378 After that you can now copy equation into work-file. This is done by first double
clicking the estimated equations to open.
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£ eviews - (workfite: - del. (=)l =]

Filter.

Double click on aaeq_cel to
open. Remember this is our
long run equation

< v\ Quarterly { New Page

Path = cusers\guestidocument s | DB = none | WF = eviews model

379 When the equation window is open, go to View, then Representations and copy
the substituted coefficients to paste in the model window.

pr—
REES =& == |
File Edit Object View Proc Quick Options Add-ins Window Help

LOG(CE1) - 1.03642070252°LOG(YD1) + 0.174: -0
TIPCPILS) k01916700285

Copy the representa-
tions into the model
window

Parh = cers\guesdociments. DR = none | WE = eviews model

380 Before you paste into the model window, remember that we want to generate
the residuals using the long-run coefficients. Remember that;

LOG(CE1) = C(1)*LOG(YD1) + C(2)*FPRIMER /100 + C(3)*LOG(REXD/ (PCPIX(-
1)/PCPIUS)) + C(4) +resid01

381 This implies that;
resid01= LOG(CE1) -(C(1)*LOG(YD1) + C(2)*FPRIMER/100 + C(3)*LOG(REXD/(PCPIX(-
1)/PCPIUS)) + C(4))

382 The error term is therefore alternatively given by everything in the right hand
side as above.

383 The long-run equation with the substituted coefficients is given as;
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LOG(CE1) = 1.05642070252*LOG(YD1) + 0.174481345521*FPRIMER /100 +
0.00272871675674*LOG(REXD/ (PCPIX(-1)/PCPIUS)) - 0.801916700295

384 The resid01 that we generated earlier is therefore given as;

resid01=LOG(CE1) - (1.05642070252*LOG(YD1) + 0.174481345521*FPRIMER/ 100 +
0.00272871675674*LOG(REXD/ (PCPIX(-1)/ PCPIUS)) - 0.801916700295)

385 Remember we had generated a variable from the long run estimation and called
it resid01. This is the same variable above. What we are now doing is to instruct E-views
to change it when the other variables in the cel equation change.

386 This is the first variable we take to the model. What we do is to copy the long
run equation into the model and write resid01 on the left of everything, write an equal
sign (=) just after that and change the equal sign after log(CE1) to a minus sign(-) and put
a bracket after the minus sign and another bracket at the end of the line (after
0.801916700295)

387 To paste, you can right click on the model window (after clicking on text) and a
prompt will appear enabling you to paste, click on paste and your equation will appear in
the model window;

M Eviews

(=& =]
File Edit Object View Proc Quick Options Add-ins Window Help

(M) Model: AAOMOD  Workfile: EVIEWS MODEL:Quarterly\ -ox

[EE] Workfile: EVIEWS MODEL -
————| [view[roc| object] [print [ame Frecze [ soive | scenarios] [ Equations] variabies [ rext]

[View]Proc] Object] [Frint] Save| Details=/-] [Show] Feten]
Range: 197001200904 — 160 abs
Sample: 200401200904 — 24 obs Long run GP1 model
(M) aa00mod & dum01q3
(M) aa0ontmod £ dum01g4
() aaeq_ce1 &4 dumoza1 LOG(CE1) = 1.05642070252°LOG(YD1) + 0174481345521 FPRIMERI100 + 0.00272871675674°LOG(REXDIPCPIX(-
(Eaeq02_ipt &4 dum02q2 1)PCPIUS)) - 0.801916700295
(=)2eq03 et &4 dumo2q3
% :ZZHZE&‘Q % :mgg:,“‘ resid01 =LOG(CE1) - (105642070252 * LOG(YD1) + 0174481345621 * FPRIMER /100 + 0.00272871675674 * LOG(REXD
[P & domoaz J(PCPIX(-1) / PCPIUS)) - 0.801916700295)
Elc £A qum03q3
e
cel £ dumos
Ace1 0 &4 dumosg2on
MAcet a K4 dum06a# Notes
4 deuro £ dumo7 T
£ dumoog1 &4 aumgago Eviews will nat recagnize anything as a command when you startthe Sentence with an apastraphy (). S0 you can type your
4 dum00q2 K4 dumaaq1 headings and notes on the eviews model window without the fear of making a mistake when sohing the model.
qumooa3 £ dumsdqz
4 dum00g4 £4 dumédq3 ‘Remember we had generated a variable from the long run estination and called itresid01. This is the same variable above, what
&4 dumotql £ dumsa4as Wwe are now doing is to instruct eviews to change it when the other variables in the ce1 equation change (aaeq_ce ).
aumotqz aumssa3 !
« vk Quarterly  New Page [« Note thatwe have an apostrophy just before the long run equation but not before the resid01 because we want Eviews to

recognize only the equation of resi0 1

Path = cusers\guest\documents DB = none | WF = eviews model

follow the same steps by double-clicking the ecm_cel equation from the work-file in the
same way we did for the long run model. When the equation window opens, we go to
View, Representations and copy the equation with the substituted coefficients as;
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389

390

391

Blers [EIEE

Fie E6t Objeat View Proc Quick Opfions Addins Window Help

@ (cusesigue Il

[ [froc]omje][pin e oetals

Range: 19700120080¢ ~ 1600
0401200904 — 24

+CleDUMNT

dumésay

We paste this into the model window;
A i - Do o) &]=
@ Fie Eat Obect _ox|
View Poc Chiec: [pirt
| LOG(C=1) = * 05642070252°LOC(YD1) + ! 1F -0.0027 j4-LOGTF IU8]) - 0.801€6700295
resid01 =LOGICE") - (105642070252 *LOGYDY) + 0 *7446* 345621 *FPRIVER /00 +000272871575674 *LOGIREXD | (PCPIX-1) PCFILS)) - 0.€0101E700285)
 Shortsun Hedel

33112Z°RESID0T-1) + 0. 1663741°D_0B(CE1-")) + 0.11533421814°2LOG(VD1) - 0.11€555426641°DLOGTYC"(-2)) + 0 0016197093656 DUNIHON - D.06347284€274°CUVBATS +

0.06(CEN=
001684172603 2UNINT

otes

o endvhe 0. Scjacantyoe o o s gt

[Remarmoer we i This is the came varable atove, whatwe a2 oA dong s 0 instucteviews 1 crarge f:ahen e oharvaraes inthe c21 equation

e res a1 becat resogri afresiot

Before proceeding you need to identify the residuals as an identity. You do this
by writing @identity just before the resid01 equation. What you get will look like what is
in the visual aid below after the next paragraph.

Secondly, you want to get the values of cel from the short-run equation but on
the right hand side you have the first difference of cel (dcel). Remember that
dlog(cel)=dlog(cel)-log(cel(-1)). What this means is that log(cel)=dlog(cel)+log(cel(-1)).
To remove the logs we have cel=exp(dlog(cel)+log(cel(-1))). But we know and can
substitute the estimated coefficients of dlogcel from the short run model into the equation
above. So what we have is;
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CE1 = exp(0.00325304829868 - 0.0388457331122*RESID01(-1) +
0.326851863741*DLOG(CE1(-1)) + 0.11533421814*DLOG(YD1) +
0.116555426641*DLOG(YD1(-2)) + 0.00161970983666*DUM940ON -
0.068472848274*DUMS84Q3 + 0.014841721608*DUMINT + log(cel(-1)))

392 This is the equation we will have active in the model. So the model window will
look like this;

[FA Eviews - [Model: AAOOMOD  Workfile: EVIEWS MODEL:Quarteriy\] (= (e (=
W File Edit Object View Proc Quick Options Add-ins Window Help _Ex
View [roc] Object] [Pt [Name | Fresee] [ Soive] Scenaris] [Equations Varisbes ]
Longnn CPimodel
:LOG(GE1):1 OG(YD1) + 0.174481345621*FPRIMER/100 + 0.00272871675674*LOG(REXDI(PCPIX(-1)/PCPIUS)) - 0.801916700295
@identity resid01 = LOGCE1) - (1.05642070252 * LOG(YD1) +0.174481345521 * FPRIMER /100 +0.00272871675674 * LOG(REXD /(PCPIX(-1) / PCPIUS)) - 0.801916700295)
'DLOG(CEY) = 0.00325304829868 - 0.038845733112KRESID01 (-1) + 0.326851863741*DLOG(CEA(-1)) + 0.11533421814°DLOG(YD1) + 0.116555426641*DLOG(YD1(-2)) + 0.00161970983666*DUMIAON - 0.068472848274°DUNS4Q3 +
0.014841721608*DUMINT
CE1=exp(0.00325304829868 - 0.0388457331122*RESIDO1(- 32685186374 1*DLOG(CE1(-1)) +0.11523421814°DLOG(YD1) + 0.116555426641*DLOG(YD1(-2)) + 0.00161970983666*DUMI4ON - 0.068472848274*DUMB4Q3 +
0.014841721608*DUMINT +log(ce 1(-1)))
Notes .
‘Ev\ews will not rechgnize anything as a command when you start the sentence with an strophy (). So you can type your headings and netes on the eviews model window without the fear of making a mistake when solving the model.
‘Rememberwe had dgnerated a variable from the long run estination and called it resid01. ThiNg the same variable above, whatwe are now doing is to instruct eviews to change itwhen the othervariables in the ce1 equation change (aaeq_ce1).
‘Note that we have an apgstrophy just before the long run equation but not before the resid01 because g want Eviews to recognize only the equation of resi0 1
Path = DB =none WF=
The logs are removed with the exp command.
The dlog(cel) equation is now disabled
using the apostrophy at the beginning @identity is added here
393 Now you have one complete equation in the model.
44.2 In-Sample Forecasting with a Single Equation
394 You can run first forecast in-sample with this one equation and see how best
your forecasts track the actuals within the sample (in-sample).
395 When you are in your model window, click solve as shown below. E-views will

inform you that the model source has been modified and whether you want to save the
modifications and recompile the model. You click OK.
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VA Eviews - [Modek AMOMOD Workfilz: SVIEWS MODEL:Quarterly\] o@ [®
B Fie t: Obict View Poc Quck Optins Add-ns Vindow Hep _ox
i recl o] o ez Sove]sgpaos] [ Eautons Ve[ ]

Long rur CPImogel

LOG(CE1)= 1.05342070252:LOG(1T 1) + 0174481345

1675674 _OGREXDI(PCPIX(1)YPCPIUS)) - 0801

[@DENTTY rasiad1 = LOG(CE1) -(105642070252 * LOGIYD1) + 0.174481345521 * FPRINES Q0272671675674 * LOGIREID /(PCPIC) |

[ short-un Hosel

[D_0G(CE") =0 122°RESIDO (1) + 0. ‘DLOG(CE(-1)) +0.115%;
0.014€4°721608°DININT

[CE1 = expi0.00325304520858 -0.0388457331722 * RESIDO1(-1) +0 326351863741 * DLOG(CE(-1)) +0.17533421814 * DLOG(YD1) +0.1155554266}
0.014647721608 * DUMINT + log(c21(-1)

Notes
EViews

Eviews vl ntrezogrize znshing zs @ command wher you star

[Remember v had gensrated  variae from e fong ur estnati

1ste v hvean apastoptyjust et e g n equaion The model source has been modified. Saving the
medifications will recompile the model.

Save modifications and compile?

Yes Cancel

UnB4a3 +

4+ DUNB4Q3 +

=l window witkout he fear of macing a mistake when soling he model

fewsto change twhenthe other variatles in he ce1 equaton change (azeq_ca1).

Click here OK

| 2ah= luerguesdocumers 0= rone W= eriens moid

396 A prompt then appears asking you to specify the simulation type, the dynamics,

solution scenario and the sample period. The simulation type would be deterministic with

a dynamic solution and a baseline solution scenario. After specifying these, click “OK”.

Model Solution =]

Basic Options |Stod1asﬁc Options | Tracked Variables | Diagnostics | Solver|

Ensure you click on de-

Simulation type Solution scenarios & output
Dehermini& = 1
Active:  |Baseline &
Stochastic ~

Dynamics

terministic and baseline

[T Solve for Alternate along with Active
(7 Fit (static - no eq interactions)

[ structural (ignore ARMA) imh b
Edit Scenario Options
Solution sample

19822004 €—

Warkfile sample used if left blank

o |
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397

If the model solves without errors, then this is the window you will see.

& wiews
File Cdit Object View Proc
delele

Quick Options

Add-ins

Window 1lelp.

[ Worktic

Toroe]

i [Pt Save [ Detaic=/] [Show]
o

Range: 107001200004 —
Sample: 197001 200904 —

W] 3a00moo
tmod

2 umszoz

B
e
=}

Mce
M deni
& au
& cu
& dun
& cu
M

A du
=}

& cu
M
& au
&3 i
©a

2\ Quartery [WewPage/ |

0
Soive complete 21:42:30

Path = ci\users\guestidocument =

398

You can now check how best your forecasts track your actuals in-sample. This is

the in-sample forecast. To do that, go to your command window and type plot cel cel_0.
E-views will have generated a variable which ends with _0. In this case, you will see a new
variable named cel_0 in your work-file. Compare this with the actuals. To compare, hold
the control (CTRL) key on the keyboard, and then click on cel and then click on cel_0
while still holding the CTRL key. Put the cursor on the highlighted variables and right
click, then open as a group. After the sheet has opened, you can view the variables in a
graph form by clicking on View, graphs. Click on the single graphs option and you get;

Path = c\users\guest\documents

pre— Plot the graphs
et e using the command
-
plot cel cel 0
i e et coee] W Graph: UNTITLED. Workfe: EVWS MODEL: Quarter =
[View[prod] T[prne]save] [shon]reen]stq [view eroc] object] [ print] Name [ Freeze] [options]| Il T I [ [Template | zoom]
& dum01q3 | 800,000
&4 dum01q4 M
& dumo2q1 M
4 dum02q2 A
M dum02g3 M
£ dum02q4 A 700,000
im03q1 M
im03q2 %|
im03q3 M
imo4 M
mos & 600,000
im0642on %
Im06gd A
imo7 A
im8090 A
84q1 %
& aumoogs & dumadez & 00,0007
4 dum00g4 4 dums4q3 A
& dumo1q1 A dumadqd. A
4 dumo1q2 dum85q3 A
g T w0000
300,000 e T T T e I T T
80 82 8 8 8 9 92 94 9 9 00 02
—— CE1 —— CE1 (Baseine)

399 As you can see

the fitted values of cel track the actuals very well until about
1985 when the deviations start to widen.
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400 We can improve the performance of our in-sample forecasts by ensuring that our
model is well specified and all econometric problems are sorted.

44.3 Adding the Add-Factors

401 The next thing is to forecast out of sample (beyond the period of the current data
into the future)

402 Forecasting out of sample, however, requires that we start our forecasts at the latest
(current) value of the actuals. But you can see from the graph above that our forecasts are
different from the actuals at the latest date of data (2004). What we therefore need is that
our actuals be the same as our forecasts at the beginning of out-of-sample forecast.

403 For our forecasts to be the same as the actuals at the current date, we must
‘return’ the errors (residual terms) back to the fitted line so that it can start forecasts from
the actuals. This is done by adding the add factors.

404 To add the Add-factors, go to Proc from the Model window, then Click Add
Factors then Equation Assignment;

405 A prompt window will appear requiring you to save the modifications and
compile. You click OK to save the modifications

| &

EViews &3

@ The model source has been modified. Saving the
madifications will recompile the model,

Save modifications and compile?

[ Yes ] l Me ] [ Cancel ]

406 Another prompt then appears immediately asking you to choose the Add-Factor
type and Add-Factor Assignment. In the assignment you assign “All stochastic equation -
No identities”. This is the first option on top and then choose endogenous variable shift as
the type of Add-Factor.
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Add Factor Assignment 22 |

Global add factor equation assignment

@) All stochastic equations - Mo idegiities

~1 All equations induding identities Add factors for specdific equa-
T n be assigned from the

() None - Remove all add factors equation

erties dialog.

Create baseline factor series if they . . .
do not already exist This instructs E-views not to
\ assign Add factors (errors) to

Add factor type identities like the resid01.

("1 Equation intercept (residual) shift So.as yO.u.WIH .see Shorﬂy'
identities will not be

RS E  — assigned Add Factors
Do not change existing factors types.

Selection applies only to new factors

407 After you click OK, what you get would look like this;

M Eviews [= e l==]
File Edit Object View Proc Quick Options Add-ins Window Help
plotcel ce1_0

(M) Model: AADOMOD  Workfile: EVIEWS MODEL::Quarterly\ -mx

[vie]Froc[omjc] [Pant ame] rrecze [sove]cnaros [ Equatios vanapis x|

— | Tongrun CPImodel
[EE] Worile: EVIEWS MODEL - (cusers\guestid ===

View |Proc) Objedt || Print| save | Details /2 | Sho) 1 oG(cE1)=1.0564 *LOGYDA) + 0174451345521 FPRIMER/100 + 0.00272871675674'LOG(REXD/(PCPIX(-1 JPCPIUS) - 0801946700295

Range: 107001 200004 — 160 obs

Sample: 198001 200404 — 100 obs @IDENTITY resid01 = LOG(CE1) - (1.05642070252 *LOG(YD1) +0.174481345521 * FPRIMER /100 +0.00272871675674 * LOG(REXD / (PCPIX(-1) / PCPIUS)) - 0.801916700295)
] aa00moa =

‘Shortrun Model

DLOG(GE1) = 0.00325304829668 - 0.0338457331122"RESIDO1(-1) + 0.326851863741°DLOG(GE1(-1)) + 0.11533421814"DLOG(YD1) + 0.116555426641°DLOG(YD1(2)) +
0.00161970983666-DUMS4ON - 0.068472848274"DUMBAQ3 + 0.014841721608 DUMINT

M] aa00ntmod

CE1 = exp(0.00325304820868 - 0.0288457231122 * RESID01(-1) +0.326851863741 * DLOG(CE1(-1)) +0.11533421814 * DLOG(YD1) + 0116555426641 * DLOG(YD1(-2)) +

0.00161970983666 * DUMI4ON - 0.068472848274 * DUMB4Q3 +0.014841721608 * DL
See the addition in the

@ADD(V) CE1 CE1_A
Eviews willnotrecognize an commandwhen you startthe sentence with an 3pos model window. E-views fhoutthe
fear of making a mistake when Selving the

Remeroer we i generted  arvl o h ong run estnaton s cTeT TR will generate this g twhen

the other variables in the ce1 equation change (aaeq_ce1). .
command automatically

4 dumo1q2

_— after you say OK in the
previous step

Note that we have an apostrophy just before the long run equation butnot before the resid

Path = DB=none  WF=

408 Notice the additional commands @ADD(V) CE1 CE1_A highlighted above.

409 After assignment of the Add-Factors, you can then calculate the values of the
Add-Factors.

410 To set the values of the Add-factors from E-views, go to Procs from the Model
window,, then Add-Factors and then Set Values.
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Set Add Factors =]

Set add factors Apply to

(7) Equal to zero @ All Baseline factors
@ So equations have no residual at ACTUALS Baseline overrides
() So equations have no residual at ACTIVES

All Bazeline (non-overriden) factors
Equal to baseline AF (override = actual)

Sample The data for a spedfic factor
@ALL can be set from its equation
or variable properties dialog.

’ 0K ] [ Cancel ]
411 You need to set the Add-factors so that equations have no residuals at actuals
and then click OK.
412 You are now ready to solve the model again in-sample with the Add-Factors just

to be sure that the residuals have been added back to the fitted values and so the forecast
in-sample are the same as the actuals in-sample. To solve click “Solve ” from the model
window.

413 Just like before, a prompt appears asking you to specify the simulation type, the
dynamics, solution scenario and the sample period. We use the same settings as before.
Our intention is to overwrite the baseline. Remember, what we wanted by adding the
Add-Factors is to make our fitted the same as the actuals. The simulation type would
therefore remain deterministic with a dynamic solution and a baseline solution scenario.
After specifying these, click “OK”

Medel Solution
Basic Options |5tod'135ﬁc Options | Tracked Variables I Diagnostics I Solver

Simulation type

Simulation type Solution scenarios & output . e e e

AP remains deterministic
@ Del Active: Baseline 4 4 . .
) Stochastic = and baseline scenario
Dynamics
@) Dynefczohtior 5 ) )
(7 Static solution [ salve for Alternate along with Active Cth on dynamlc
() Fit (static - no eq interactions) solution

[Tl structural (ignore ARMA) gaal -
Solution sample

P —

1982 2004 €

Workfile sample used if left blank Add/Delete Scenarios
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414

415

If the model solves without errors, then this is the window you will see.

F o'l
bA EViews - [Model: AAJOMOD  Workfile: EVIEWS MODEL:Quarterh] [ = || @ |[ 22 |
[M] File Edit Object View Proc Quick Options Add-ins Window Help

T e
[ViewIProcIDbjectl [PrintINameIFreeze] [SolveISr:enarios] [EquationsIVariablesITextl
Model: AADOMOD -
Date: 07/08M12 Time: 17:16 i
Sample: 1982011 2004014
Solve Options:
Dynamic-Deterministic Simulation
Solver: Broyden E
Max iterations = 5000, Convergence = 1e-08
Scenario: Baseline
Solve begin 17:16:35 E
Solve complete 17:16:35 -
| Path = chusers\guestidocuments | DB = none | WF = eviews model
You can now check that the actuals and the forecast values are the same in-

sample. To do that, go back to your work-file. E-views will have generated a variable
which ends with _0. This is the in-sample forecast. Compare this with the actuals. Hold
the control (CTRL) key on the key board, and then click on cel and then click on ce_0
while still holding the CTRL key. Put the cursor on the highlighted variables and right
click, then open as a group. After the sheet has opened, you can also view the variables in
a graph form by clicking on view, graphs. Click on the single graphs option and you get;

416

[ Eviews

File Edit Object View Proc Quick Options Add-ins Window Help

o e 5

4" G2 Graph: UNTITLED Workfile: EVIEWS MODEL:Quarteri\
Tview] Topautell

ToomeTrreeselT
i pemcloniect N i jpesse [Ececc)

800,000

700,000 -

600,000 -

500,000

400,000

300,000

80

—— CE1 —— CE1 (Baseline)

LA A A TR AR LR TR U A AR AR A AR KAL)
82 84 8 8 9 92 94 96 98 00 02

04

We now see that our actuals and the baseline are exactly the same.
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444 Impulse Responses

417 Before out-of-sample forecasting however, it is also important to generate the
impulse responses of your equation to ensure that they converge to the long-run. The
impulse responses reflect the adjustment process in the dependent variable in response to
a shock in one of the exogenous long-term variables.

418 For example, in your model prompt, type the command ydl=yd1 (as indicated
below) and solve under baseline. You period should be the last 20 observations.

This commands helps us to generate a
variable similar to the exogenous variable
yd1 at the baseline that we can shock.

Model Solution =]
Basic Options | Stochastic Options | Tracked Variables I Diagnostics I Solverl
Simulation type Solution scenarios & output
(@) Deterministic
() Stochastic
Dynamics
(@ Dynamic solution
() Static solution [ Solve for Alternate along with Active
() Fit (static - no eq interactions)
[ structural Ggnore ARMA) Sl Change the sample here to
[ atscenawio comne ] 199993 to 20044 (the last 20
S > observations). 1999q3 represents
199993 200494 < th 9 g .
: e beginning of the shock in
Workfile sample used if left blank gl g
our case
419 What you should notice is that E-views has created a variable called yd1_0,

which is equal to the actual value yd1l. Now let’s shock this baseline variable by typing
ydl =yd1_0*1.01
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M Eviews [= e =]
File Edt Object View Proc Quick Options Add-ins Window Help

(M) Modek: AADOMOD Workfile: EVIEWS MODEL: Quarterly\ - ox

[view]prac] @bject| [print [Name | Freeze] [ soive  scenarios | [Equations | Variables  Text |

[EE0] Workfile: EVIEWS MODEL - (ciusg Long run CPImodel
Range: 197001200904 — 160 0| LOG(CE1) = 1.05642070252"LOG(YD1) + 0.174481345521°FPRIMER/100 + 0.00272871675674"LOG(REXDAPCPIX(-1)PCPIUS)) -
Sample: 198001 200404 — 1000| 0.801916700295
(&) aa00mod KA dum)
M) aa0ontmoa &4 dum] @IDENTITY resid01 = LOG(CE1) - (1.05642070252 * LOG(YD) + 0174481345521 * FPRIMER /100 + 0.00272871675674 *
(=) aaeq_ced K31 dum| LOG(REXD /(PCPIX(-1) I FCRIUS)) - 0.801016700205)
(=) 2eq02_ip1
() aeq03_el
(=) aeq0d_m1
(=) aeq_pcpix A dum| =0 6 - 0.0388457331122°RESID01(-1) + 0.326851863741°DLOG(CE1(-1)) + 0.11533421814°DLOG
% aeq_rexd % S} (YD1) - 0116555426641°DLOG(YD1(-2)) +0.0016 1570983656 DUNI4ON - 0.068472845274"DUNBA03 + 0 014841721608
c um pUMINT
e KA dum)
%“1 - %g“"‘ CE1 = exp(0.00325304829868 - 0.0388457331122 * RESIDO1(-1) + 0.326851863741 * DLOG(CE1(-1)) +0.11533421844 *
& 5 qum| DLOG(YDY) - 0118565426641 * DLOG(YDA(-2)) + 0.00161970983866 *DUMSAON - 0.068472848274 *DUWEAQ3 +
£ deuto o cym] 0014841721508 * DUMINT + log(ce1(-T}}
&3 dumoog1 &3 dum| @ADD(V) CET CE1_A
) dum00q2 &2 dum|
4 dum00g3 R dumy] Y41 =yd1_0"1.01
£4 dum00g4 2 dum|
4 dumoiq1 A dum| . .
&4 dumoa2 En We increase disposable
< v\, Quarterly { New Page

income by 1 per cent in
the baseline. Note that
we are using yd1_0.

Path = clusers\guest\documents | DB = none  WF = eviews model

420 Then click Solve in the model window. E-views will ask you whether you want
to accept the changes and you will say OK. Then click solve and a new prompt will come
up. You will keep everything the same as in the baseline except Solution Scenario and
Output Option. You will change this to Scenario 1.

Medel Solution (|

|Smd'|asuc Options | Tracked Variables | Diagnostics | Salver ‘

Change to Scenario 1 and

® Deterministic e click OK. We want to compare

©) Stachastic - how household consumption
I \ in the baseline compares to an

Dynamics alternative scenario where

@ Dynamic salution — disposable income is 1 per

*) Static solution || Salve for Alternate along with Active cent higher.

Simulation type Solution scenarios & output

() Fit (static - no eq interactions)

i
[T structural ignore ARMA) aseline -

.
EdtSeenario Optons Notice that the sample

period remains the same
as in the previous step

Salution sample

&

199943 200494 <

Workfile sample used if left blank Add/Delete Scenarios

421 You will see that Eview has created two variables yd1_1 and cel_1. Whenever
you solve a model under a specific scenario, E-views creates exogenous variables with
suffix reflecting the scenario. If you solved the model under scenario 2, then E-views
would have generated yd1_2 and cel_2.

422 In the command window type plot (ce1_1/ce1_0-1)*100 (yd1_1/yd1_0-1)*100
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A Eviews

[smpl 199901 200404

File Edit Object View Proc Quick Options Add-ins Window Help

plot (ce1_1iced_0-1)100 (yd1_1lyd1_0-1)100 \

(M) Model: AADOMOD Worki!

[ Workfile: EVIEWS MODEL - (cus{ vios | [Equations Varables Text

[view] roc| object] [ rnt  save  Deta] Long run CPI mogel

Range: 197001200904 — 160
‘Sample: 199901200404 — 24 off

LOG(CET) = 1 LOG(YD1) + 0.174481345521"FPRIMER/100 + 0. 75674*LOG(REXDI(PCPIX(-1JPCPIUS)) -

() aa00mod
(8 aa00ntmod
(=) aaeq_ce1
(=) aeq02_ip1

) 3eq_pcpix
() zeq_rexd
Elc

Mce
KA cel

% duml o soteta700285
% 3l @IDENTITY residdt - LOG(CEY) - (105642070252 * LOGD1) +0 174481345521 * FPRINER 4100 + 0
& dun| LOGIREXD | (PCPIX(-1) I PCPIUS)) - 0.801916700295)

A dunf
&4 dun{ ‘Shortun Model
(5] ] e ——
& dun| DLOG(CET) = 0.00325304820868 - 0.0388457331122°RESIDO1(-1) + 0.326851863741°DLOG(CE(-1)) + 0.11533421814°DLOG
KA dun| (Y1) + 0.116555426641°DLOG(YD1(-2) + 0.00161970983565"DUMI4ON - 0.068472848274°DUNB4Q3 + 0.014841721608

(4 duni *DUMINT

&3 dun|
& duml GE1 = exp(0.00325304829868 - 0.0388457331122 *RESIDO1(-1) +0.326851863741 * DLOG(CE1(-1)) + 011533421814 *
888U pLoGD1) +01 *DLOG(YD1(2)) *DUMIAON - 0.068472848274 *DUMBAQ3 +

8 4N 014541721608 * DUMINT + log(ce(-1)))

%:ﬂ: @ADDVICET CE1A
%:ﬂ: y81 =yd1_0%101

dun]

<1} Quarterly

The command in the prompt window requests that E-views plots
the percentage change between consumption in the baseline and
scenario 1. The same for disposable income.

423

The impulse response graph is plotted by E-views as;

[ e o CNTTLED ek VWS MODELEQuatet ] =&

[ Fie eor Obiect View Proc Quick Options Addeins Window Help o x|

0.8+

0.6

0.4+

0.2

0.0

T T T T T
L L (T T | V2 | 11 VA B 1 11 VA O [ 1 T Y2
1999 2000 2001 2002 2003 2004
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424 It is important to remember that the sample over which the graph is plotted
should start two periods before the shock and finish in the last period of the shock!

425 You can try shocking disposable income by more than 1 per cent and evaluating
the impact on household consumption.

Repeat the same shock for the prime interest rate and the exchange rate. A few
things you have to remember:
¢ Do each shock individually hence remember to switch off any previous
shocks.

To delete any previous shock type on the command window;

Delete *_0 (delete space underscore zero). This deletes the baselines. If you
type delete *_1, this deletes all the scenario 1s and so on.

When you shock rates by 1 per cent, you do NOT multiply the baseline

rate by 1.01 but rather you add 1 i.e +1.

426 The same methodology can be used to study policy questions asked by the
Minister of Finance or the Governor of the central Bank. For example:

a. By how much does consumption rises if disposable income is increased
by X per cent?

b. What is the impact of interest rates on household consumption?

c. The exchange rate has depreciated by X per cent, what should we expect
to be the impact on consumption?

427 You can also use this simple one equation model to forecast. We will illustrate
how you do this with the single equation model and extend it to a model with multiple
equations.

44.5 Making Assumptions

428 In order to forecast the dependent variable, you need to provide assumptions for
your exogenous variables and ensure that the range and sample of your Work-file include
the future period you want to forecast.

429 For example, the last data point in our illustrative example is 2009g4. In order to
add another 3 years to the range, we type range 1970 2012. Then, you also need to change
the sample by typing smpl 1980g1 2012g4. This is the period we used for our in-sample
forecast. If you don’t know what the difference is between the sample and the range
consult the E-views Guide.
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EA Eviews - [Worlkfile: EVIEWS MODEL - (c\usershguestidesktopieviews model.wfl]]

===

£ dumo2g4
BA dum03g1
B dumo3q2
£ dumo3g3
4 dumo4

EA dumos

A dumOGg2on
£ dumoGg4

A dum94on
EA dum94pre
B dumgagt
£ dum9aqg2
4 dum94qg3
EA dum95g1
EA dum9sg2
£ dum9oe

[ File Edit Object Wiew Proc Quick Options Add-ins Window Help e
[ViEwIPrG(IObJE(t] [PrlntISavEIDetalls-‘-}—] [SthIFEt(hIStGrEIDEIEtEIGEanSamplE]
Range: 18g0Q12012Q4 — 172 obs Filter =
Sample'1M2012ﬂ4 — 132 obs
[[] aa00mod A dumo7 EA dum96g2 RA frepor_0 EA resid01_0
(M) aaoontmod £ dumg8090 £ dum9esqg3 B4 aiyl A resido_1
[=] aaeqg_ce1 4 dums4qg1 Y dum9eqg4 A gc A rexd
=] asq02_ip1 EA duma7g2 B i EA theoO
=] aeq03_e1 A dum98qg1 EASi1_0 EA theo
[=] aeql4_m1 EA dum28g2 A ig1 EA ulct
=l aeq A i1 By
= i & ip 2
= sea Elfiews A ip1_o B 0
EA ce BA ip1_a BA ylus
EA ce1 4 ipc1 ES y_O
EA cet BA le B3 yeu
[= . . . &4 leg B2 yeu_o
£ ce 1| Resize invohves inserting 12 obs =0 (=
Sk =

durm 0
KR dum . &2 Note the change here. E-views
&2 dum Continue 7 = )

um

& dum E will then ask you whether you
A dume . .
£A dum &5| want to resize the work-file and
g dum [ Yes o = q
B dum = = B3| you click OK
B4 dum ]

EA fgovir_o EA ppcpius
BA fmargin BA ppcpix
EA fprime EA ppcpix_0
4 fprime_0 &4 ptt

A fprimer A ptt_0

EA fprimer_0 EA py

A frepo A resid
A frepor &4 resido1

« v} Quarterly { Mew Page [

Path = chusershguestidocuments DB = none WF = eviews model

430 Go back to your model and click the Solve button. Under Solution sample extend
the period to 2012 and click OK. E-views will generate the following message, indicating
that it is unable to solve due to missing data.

M eviews o|[@ ) =
(M) Modek AAOOMOD  Workile: EVIEWS MODEL:Quarterly\ _ o x E
e 2

5] Workfle: EVIEWS MODEL - (\jacob\{ tyte 0710615 Time. 00.12 _ox|-oX
[vien[Proc] Object][Print Save Detas=| S3Mmple: 188201201204 1
Range: 197001201204 — 172008 | " penemiv peterministc Simulation Fiter:*
%M:s"‘m " :““‘:g Max terations = 5000, Convergence = 1e-08
B aaeat_cpi 9umO3 scenario: Scenario 1
0 se01 cot Gm33) Soe begin 00-1217
(=) aeq_pcpix dumo06
(E) aeq_rexd dum054
Blc dum07|
Mce dum804
et dums4d
el 0 dums4d
et dums4d
et duma4
&4 deuro dumBsg
4 dum00q1 um85q4 Gum96 A fprime Bt
4 dum00g2 dum8eq1 4 dum96q2 KA fprimer Sy
4 dum00g3 dum86q2 4 dum96q3 A trepo resid
A dum00g4 dum86q3 4 dumgbas A trepor (A resido1
&4 dum01q1 dum86q4 4 duma7q2 Aaryt A resid_0
4 dum01q2 dum87q1 4 dumgsq1 SAgct SAcesid 1
4 dum01q3 dum87q3 4 dumgsq2 &
gane b ganes 22 | Effectively. E-vi is telli
e R gams g ectively, E-views is telling you
= that th lues for th
exogenous variables in order to solve
for the endogenous variable. oiemoss

431 Type in the command window the following command show yd! fprimer rexd pcpix
pepius dum94on dum84q3 dumint. We are asking E-views to give us a list of all the exogenous
variables. You will be presented with something as the screen below. Remember that the
screen will be equation and data specific.
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Eiews (=& =]
Fe Edt Objec View Froc Quick Optiors Addins Wirdow Help
show yt frmen rxc pcpx pepias dumdden cuméda3 dumt
50 Modet A200NOD o x|
17| © Group UNTTED Wt SIEWS MODEL: Guareryt Tox
ETe———  Toorarpes et snpi e Somae]
i - —
7 i 659572245 125 8220
Rangs: 197001201208 — S e 67042044, 7043478261 12842203
e oot DearicDdeminsic szt TR Heiton
aa00mog AGUMC2|  Haxteraions = 500, Comergence = 2302 2. 13CC00%0
ZHo0nimod 5 dumez . 1313303
LR - s e
X Solebegn €027 X Click edi
AnG SO T ot ick edit to enter
ssa0ret | mintod Ul o comout . 136 666036 200000000 000000000 €.0C0000C00
- 136./C000..| 168623333 120000000C 0.0000000CO C.OCO00C00 fealt
aeq_iix aunco
piyn o 135.966636... 202300000... 1.00000000C 000000000, C.0C0000C00 mlsslng Values
¢ auncr) 6525724568 714980000 0. 203433333 1200000000 0.0000000C0 COCO000C00
e aume 7524300244 73163383 5. 201700000 120000000C 0.0000000CO C.OCO000C00 8.0 9
ot aumel 7262240678 723500000 3. 203755566... 1200000000 0.0000000C0 C.OCO000C00 requiring aSSumpthnS
el o dumé 71002333 6. 207.662333. 1200000000 0.0000000C0 C.OCO000C00
@i ancs K T rez 3" a1 oo osecomord ¢ oreonico
ete duméd 2050 760877855.._146.922656..| 206.742500..| 1.00000000C. 0.000000C0. € 0C0000C0D
et T S o53897.075 752.44000).. 151872033, 206649568, 1.00000000C 0.0000000C0 C.0C0000C00
anoo aumgeqt @ aumoee2 ertoriore NA 736876465, 1555€5656... 21265339°. 1200000000 0.0000000C0. €.0C0000C00
anoo dumesa2 4 dumeas NA 713322365, 16694170, 213732145 120000000C 0.0000000C0 C.OC0000C00
anogt dumesa3 & dumdead NA 79372091, 158 669136, 211611062 120000000C 0.0000000C0 COCOO00C00
amiat aumsegt & aumorez NA 782537603, 168107633 21470797 130000000C 0.0000000C0 C.OC0000C00
antte e Banso RN iR i bt
] aneres g anz e dersons tgstors-| praorsat- +anooone ooutooood| Cotouaoc
o dumetat B ametes NA| 322068500, 162718300, 217.208339.. 120000000 000000000 .0C00D0C00
oz aunsiqt & aumscat A 0 A
- N w“ [0 A e v N
O Newpage N ) [0 A A A A
N ) [0 HiA [ N A a
N w“ [0 A e v N
N w“ [0 A e v N
N - [0 A e 0 N -
0 8
s e

432 You can enter values in the sheet by clicking on the edit button. The values that you
enter are called assumptions and should generally represent the views of your institution
i.e they should be agreed as part of a consultation process.

433 Alternatively, we can highlight the exogenous variables above, copy and paste in
a new excel file and make assumptions from excel and read the data back into E-views. It
may be easier to enter the assumptions in excel because we can easily use formulas in
excel and then transfer the complete data to E-views. In our case, we use this approach.

434 We make the following assumptions (remember we have copied the data into

excel. We copied all the data from 1982 so we will read all the data from 1982 to 2012 into
E-views);

a. Let us assume that yd1 will increase by 2% every quarter. We therefore get the value
of yd1 for 2005q1 as 2004q1*1.02

We assume that fprimer will increase by 1%. We get the value for 2005q1 onwards as
above

We assume that cpius will increase by 1%
We assume that cpix will increase by 4%
We assume thatredx will increase by 6%
The dummy variables remain as before

=)

mo a0

435 We copy the formulas downwards from 2005q1 to 2012q4 to get the excel work-
file below;
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2 ¥ cut — = ) | e = Autosun -
D) g ooy = == Grue w #
P romatanter | B L U - il PP
L§ = J | DUMINT >
A B C = F G H [l K L M N [} = Q R s T Ua
1 YD1 FPRIMER REXD PCPIX___ PCPIUS DUMS40N DUMB84Q3 DUMINT
98 2006Q1 | 7785615 7.684989 810.7729 159.7871 200.4627 1 0 0
99 2006Q2 | 7941225 7.915639 859.4193 166.1786 2024673 1 0 0
100 2006Q3 810005 8.153005 910.9844 172.8257 204.4919 1 0 0
1012006Q4 | 8262051 8.397595 9656435 179.7387 206.5369 1 0 0
103 2007Q2 | 8595837 8.909009 1084.997 1944054 210.6883 1 0 0
104 2007Q3 | 8767754 9.176279 1150.097 202.1816 212.7951 1 0 0
105 2007Q4 | 894310.9 9451567 1219.103 210.2689 214.9231 1 0 0
1062008Q1 | 912197.1 9735114 1292.249 218.6797 217.0723 1 0 0
107 2008Q2 | 930441.1 10.02717 1369.784 227.4268 219.243 1 0 0
108 2008Q3 | 9490499 10.32798 1451.971 2365239 2214355 1 0 0
1092008Q4 | 968030.9 10.63782 1539.089 2459849 2236498 1 0 0
11020091 | 9873915 10.95696 1631434 2558243 2258863 1 0 0
111 2009Q2 1007139 11.28567 1729.32 266.0572 228.1452 1 0 0
112 2009Q3 1027282 11.62424 1833.08 276.6995 230.4266 1 0 0
113 2009Q4 1047828 1197296 1943.064 287.7675 232.7309 1 0 0
114 2010Q1 1068784 12.33215 2059.648 299.2782 235.0582 1 0 0
115 2010Q2 1090160 1270212 2183.227 311.2493 237.4088 1 0 0
116 2010Q3 1111963 13.08318 2314.221 3236993 239.7829 1 0 0
117 2010Q4 1134202 13.47567 2453.074 336.6473 2421807 1 0 0
118 2011Q1 1156887 13.87995 2600.258 350.1132 244.6025 1 0 0 M
119.2011Q2 | 1180024 14.29634 2756.274 364.1177 247.0486 1 [ 0
120 2011Q3 1203625 1472523 292165 3786824 249519 1 0 0
121 2011Q4 1227697 15.16699 3096.949 3938297 252.0142 1 0 0
122 2012Q1 1252251 15.622 3282766 409.5829 254.5344 1 0 0
123 2012Q2 1277296 16.09066 3479.732 4259662 257.0797 1 0 0
124 2012Q3 1302842 16.57338 3688.516 443.0049 2596505 1 0 0 L
125 2012Q4 1328899 17.07058 3909.827 460.725 262.247 -
W 4> ¥ Assumptions . Sheet3 %I 0K I »
Ready | EEERIC: 0 ©)
436 We can save the work-file in a folder where we can easily get it. We save it in

drive F. It is always easy to save it in drive c if c is accessible to you. Ensure that you note
the version of excel you are saving. Name the file and the sheet where the data is. In our
case we save the file as Assum, the sheet where the data is we call Assumptions and we
save as excel 2003-2007 version. This is going to be important when reading the data into

E-views.
437 We are now ready to read the data into E-views.
438 To read the data into E-views, you need to create a program to read the data

from excel into E-views. To do that, go to File from your command window, then to New
Object, Program, and a blank prompt window will appear. You can now type your
commands here instructing E-views to read your data from excel. In our case we typed;

ASSUMPTIONS

READ(b2,s=Assumptions) F:\jacob\ Assum.xls ydl pcpius pcpix rexd fprimer dumon
dum84q3 dumint dum94on

439 The above command instructs E-views to read the data from a folder named
Jacob in the F drive. The name of the file is Assum, saved in the 2003/2007 version of
excel (that is why we use .xls, otherwise we would have used .x1 if the file was saved in a
higher version of excel). In addition, the command instructs E-views to start reading the
data from cell b2 which is 1982q1, in the sheet named Assumptions.
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A Eviews = |[& ][ =
File Edit Object View Proc Quick Options Add-ins Window Help
plotce1 ce1_0

= [ Program: CEL ASSUMPTIONS - (f:\jacob\private researc| i ) - B x
2] Workfile: EVIEWS MODEL - (£ & [Run] [print] savedsaves | cut | copy[ Paste [1nsertrt  Fina Repiace [ wrap=/-| [Enayot|

[ew]Proc [object] [Print[save [oetaiis N [V smpl 200591 20125

Range: 197001201204 — 1720bs =) assumpTions

Sample: 200501 201204 — 32 obs

% ::33:‘(;: (M) Model: AADOMOD  Waorkile: E|

5] 22ea1- [view[proc oyeat][prne name
(=] aeqoz_ip| Model: AADDMOD

(=) aeq03_eq Date: 07/09/12 Time: 19:28

(=) aeq04_m| Sample: 1962Q12004Q4

[ aeq_pepiy Solve Options:

(=) aeq_rexd|  Dynamic-Deterministic Simula
Blc Solver: Broyden

Maxiterations = 5000, Converg

(b2 s=Assumptions) F\jacobAs Ml pepius pepix rexd fprimer

Parsing Analytic Jacabian
§cela | g genvatives kept, 0 derivatives o

Scenario: Baseline
% g:mggé Solve begin 19:28:13
&5 Gomoog| Soive complete 192813
&8 dumo1q1

< +)_Quartes

440 We can view the data now. In your command window, you can type show
pepius pepix rexd fprimer dumon dum84q3 dumint

=E [EENES
© File Edt Object View Proc Quick Options Add-ins Window Help _ox
view Proc[ object] [print Name [Freeze [ [Defaut | [sort[Transpose [eat 3

obs PCPIUS| __PCPIX| __REXD| _FPRIMER] DUMINT| L 1 I
200304 | 659572245... 7304581838 673610000... 125833333.. 1845000 1.000000000 0000000000 B

200401 | 670043644... 7043476261 677.310000... 128133333 1862667 1000000000 0.000000000
200402 | 681371.902... 6894559655 650.030000... 129.466666...  188.9333 1000000000 0.000000000
200403 | 693302575... 7113920681 637.770000... 130.100000..  189.5000 1000000000 0.000000000
200404 | 705158.061... 6629139073 605.856666... 131333333, 190.7333 1000000000 0.000000000
6.828013245 642208066... 136.586666.. 1926407 1.000000000 0000000000
7.032853642 680.740550... 142.050133.. 1945671 1.000000000 0000000000
7.243339252 721584983.. 147.732138.. 1965127 1000000000 0000000000
7.461154420 764880082.. 153641424.. 1984779 1000000000 0000000000
7684989062 810772887 150.787081.. 2004627 1000000000 0000000000
7.915538734 850419260... 166.178564.. 2024673 1.000000000 0000000000
8153004896 910984416... 172825707.. 2044919 1000000000 0000000000
8307505043 065643431... 179.736735.. 2065369 1.000000000 0000000000
8649520894 102358200.. 186.926284.. 2086022 1000000000 0000000000
8.909008581 1084.99701... 194.405416...  210.6683 1.000000000 0000000000
200703 | 876775.417... 9176278638 1150.09683... 202.181632... 2127951 1000000000 0.000000000
200704 | 894310.925... 9451567204 1219.10264... 210.268898... 2149231 1000000000 0.000000000
200801 | 912197.144... 9736114220 129224880... 218.679653...  217.0723 1000000000 0.000000000
200802 | 930441.087... 10.027167646 1369.78373... 227.426840.. 2192430 1000000000 0.000000000
200803 | 949049.908... 10327982676 145197075... 236523913..| 2214355 1000000000 0.000000000
200804 | 968030.907... 10.637822156 1539.08900... 245.984870..| 2236498 1000000000 0.000000000
10956956821 1631.43434.. 255824265.. 2258863 1.000000000  0.000000000
11285665525 1729.32040... 266.057235..  226.1452  1.000000000  0.000000000
200903 | 1027282.14...11.624235491 1833.07962... 276.699525...  230.4266 1000000000 0.000000000
200904 | 1047627.75... 11972962556 1943.06440... 267.767506... 2327309 1000000000 0.000000000
201001 | 1066784.34... 12332151432 2059.64627... 299.278206..  236.0582 1000000000 0.000000000
201002 | 1090160.02.. 12702115975 2183.22716... 311249334...  237.4088 1000000000 0.000000000
201003 | 1111963.22.. 13083179455 2314.22079... 323699306...  239.7820 1000000000 0.000000000
201004 | 1134202.49.. 13475674838 245307404... 336.647260...  242.1807 1000000000 0.000000000
201101 | 1156086.54... 13 679945083 2600.25848... 350.113171..| 2446025 1000000000 0.000000000
201102 | 1180024.27...14.296343436 2756.27299... 364.117698..|  247.0486 1000000000 0.000000000
201103 | 120362475.. 14725233739 292165043... 378.682406..| 2495190 1000000000 0.000000000
201104 | 1227697.25.. 15166990751 3096.94046.. 393829702 2520142 1000000000 0.000000000
201201 | 1252261.19...15.622000474 3282.76643... 409.582890.. 2545344 1000000000 0.000000000
201202 | 1277296.22... 16.090660488 3479.73241... 425.966206...  257.0797 1000000000 0.000000000
201203 | 1302842.14...16.573380302 3688.51636... 443004854 2506505 1000000000 0.000000000

201204 | 1328898.99.. 17.070581712 3909.82734... 460725048, 2622470 N Na £

441 All your exogenous variables are now updated until 2012. You are now ready to
forecast out of sample.

442 Just to be sure that your actuals and fitted have not been interfered with in the
process of getting the assumptions, you can plot cel and cel_0 (the actuals and the fitted
values of cel) to confirm. Remember we have to start our out-of-sample forecast from the
last actual value. To do this, go to your command window and type plot cel cel_0 and
you get;
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1A EViews - Greph: UNTITLED Workfie: E/ZWS MODE

[EICIED
@ File Edi Object Vew Proc Quick Options Ack T —
vealpo oo [ ene ] [opes upeste e nesage erove] enpe o]
800,000
700,000 4
600,000 4
500,000 4
400,000
300,000 ~jrrrr—prrrprprrr e T T
80 8 8 8 8 90 92 94 9% 9B 00 02 04
—— CE1 —— CE1 (Baseline)
| 08= none | WE =i
443 We are now sure that our actuals and fitted values have not been changed. We
can proceed;
44.6 Out-of-Sample Forecasting with a Single Equation
444 To forecast out of sample, go to the your model window and click solve. The

procedure is the same as what we have illustrated before. What you need to do now is to
change the scenario output to scenario 1. You remember you had run the models in-
sample and had obtained the fitted values, which was the same as the actuals upto the last
actual value which was 2004q1. We now want to forecast from 2005q1 to 2012g4. You need
to ensure that there are no other variables in the work-file which ends with _1. You can
delete them using the command delete *_1 from your command window. After typing this
command press the Enter button on the keyboard and accept to delete in the next prompt
window that will appear.

Model Solution

&

Basic Options | Stochastic Gptions | Tracked Variables | Diagnostics | olver |
]
Sination type Soluton scenarios & output Ensure you change the scenario to 1
= gy e
e [owor 2l

Dynamics
®) Dynamic solution
(©) Static solution ["]Salve for Alternate along with Active

E ) This remains as the baseline
7 Fit (static - no eq interactions)

Alternate: | Baseline
e ——— /

Edit Scenario Option gt

ll

Solution sample

1982q1 2012q4

Workfile sample used if left blank Add/Delete Scenarios
<

<

The sample period must be changed
1982 to 2012

G I
=
o
&
H
I
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445 After the model is solved successfully plot the cel and ce_1 to see how the out-
of-sample forecast looks like. In the command window type plot cel cel_1 and you get;

[ EViews - [Graph: UNTITLED Workiile: EVIEWS MODEL:Quarterhy\]

(i File Edit Object View Proc Quick Options Add-ins Window Help
o TrameTrrecsel Topante] T \— ToonT
view]proc]object] et [Nameecze] | i\ I | 1 i |zoom]

1,400,000

1,200,000

1,000,000

800,000

600,000

400,000

200,000m B R L L R R R R R AR AR RN AL Lt L R R RO
80 ©2 64 8 85 90 92 9 9 9 00 02 04 06 08 10 12

e CE1 —— CE1 (Scenario 1) |

Path = c\users\guestidocuments | DB = none | WF = eviews model

446 y-0-y % change in real household consumption. Use the command plot
@pcy(cel_1). Note that we are plotting CE1_1 and not CE1. What is the expected growth
in consumption based on the assumptions for 2012?

(A Evieus - [Graph: UNTTILED /S MODEL:Quarterty] [e&@]=]
(@ Fie Edt Object Vew Proc Quick Options Addins Window Felp

-8Xx
View|roc|Objet] [ it ame | Freez  [0ptions[update | AddTent inesShade| Remove] [renpiate [ zcon

@PCY(CE1_1)

AQ LT
B0 8 84 85 83 90 92 94 9% 98 00 02 04 06 08 10 12

Path = DB = none

447 We have gone through the process of building a one equation model and using
it for policy analysis and forecasting. We will use the same methodology to create a model
made of 4 equations.
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448 Before we proceed, you will have to estimate on your own three additional equations
following the steps outlined above and in chapter 4. Our estimated equations are given in
the “E-views model” work-file in the CD. We give for each equation the model that we
estimated and you can try if you can replicate our results. We must again warn that we
did not go through diagnostic testing of these equations and so the results may be a little
different from yours if you go through all the diagnostic tests for each equation.

e Investment
Long run investment equation

log(ip1) c log(y1) (fgovlr(-3)/100) log(rexd/(pcpix/pcpius)) (ycu-100)/100

Short-run investment equation
DLOG(IP1) = C(1)*"DLOG(IP1(-1)) + C(2)*RESID02(-1)

e Exports
Long run exports equation
LOG(E1) = C(1)*LOG(G7Y1) + C(2) + C(3)*LOG((PE)/PY)

Short-run exports equation
DLOG(E1) = C(1) + C(2)*RESID03(-1) + C(3)*DLOG(G7Y1(-1)) + C(4)*LOG(PE(-2)/PY(-2)) +
C(5)*DUM94Q2 + C(6)*DUM96Q3

e Imports
Long run imports equation
LOG(M1) = C(1)*)LOG(YGDE1) + C(2)*LOG((PM)/PY) + C(3)

Short-run imports equation
DLOG(M1) = C(1)*RESID04(-1) + C(2)*DLOG(YGDE1) + C(3)*"DLOG(PM(-4)/PY(-4)) +
C(4)*DUMS86Q4 + C(5)*DUMS87Q1

449 The equations that you estimate depend on the type of model you want to build.
In this particular example, we require equations for investment, exports and imports. In
your case you may also require exchange rate, employment, interest rates. The policy
question at hand and the data availability will determine the structure of your model.

44.7 Putting all the Equations Together

450 In the windows below, we present the equation that we will be using as part of
this example.
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Some questions for you to think as you go through the equations:
e Do they make sense in terms of theory?
e What are the long-run elasticities?
e What other variables can be used to explain the dependent variables?

Note the use of PM/PY and PE/PY. These are measures of competitiveness . If import
prices rise faster than domestic prices then imports are losing competitiveness. If

export prices rise faster than domestic prices than we gain competitiveness, hence we
export more. PE/PM is the terms of trade.
previous shocks.
When you shock rates by 1 per cent, you do NOT multiply the baseline rate by
1.01 but rather you add 1i.e +1.
Does household consumption converge to the respective long-run elasticity?

451 For each of the other three equations, we follow the same steps as we did in the
one equation example, estimating the long-run and the short-run and solving to ensure
that there are no mistakes as we add more equations into the model. After we put all the
equations in the model, the model window will look like this;

I23 EVicws - (Modek AADOMOD. Workfil: EVIEWS MODEL:Querterhy]
(M) File Edit Object View Proc Quick Options Add-ins Window Help
view] proc| Object| | rint] Name | Freeze [sone  scenarios] [ Equations | variabies [ rext

"HOUSEHOLD CONSUMPTION

Long run consumption model

'LOG(CE1) = 1.05642070252*LOG(YD1) + 0.174481345521*FPRIMER/100 + 0.00272871675674*L OG(REXD/PCPIX(-1)PCPIUS)) - 0.801316700295
|@IDENTITY resid01 =LOG(CE1) - (1.05642070252 * LOG(YD1) +0.174481345521 *FPRIMER /100 +0.00272871675674 * LOG(REXD / (PCPIX(-1) /PCPIUS)) - 0.801916700295)

"Short-run consumption Model

'DLOG(CE1) = 0.00325304829868 - 0.0388457331122"RESIDO1(-1) + 0.326851863741°DLOG(CE1(-1)) + 0.11533421814°DLOG(YD1) + 0.11655542664 1°DLOG(YD1(-2)) + 0.00161970983666"DUMIAON - 0.068472848274"DUNB4Q3 +
0.014841721608"DUMINT

[(CE1 = exp(0.00325304629858 - 0.0388457331122 * RESIDO1(1) +0.326851863741 * DLOG(CEA(-1) +0.11533421814 * DLOG(YD1) + 0116555426641 * DLOG(YD(2)) +0.00161070883665 * DUMI4ON - 0.088472848274 * DUMB4Q3
[+0.014841721808 * DUMINT +log(ce(-1)))
|@ADD(V) CE1 CE1.A

[INVESTMENT

" Estimate LOG(IP1) C LOG(Y1) (FGOVLR(-3)/100) LOG(REXD/(PCPIX/PCPIUS)) (YCU-100)'100

"Subtituted coefficients are given as LOG(IP1) = -9 26625308398 + 1.57150280244*LOG(Y1) + 0.147768507761*FGOVLR(-3)/100 - 0.115103473241*LOG(REXDI(PCPIX/PCPIUS)) + 1 8675286979*(YCU-100)1100
'We have saved the residuals are resid02

|@IDENTITY resid02 =LOG(P1) - (-9.26625308398 + 157150280244 LOG(Y1) + 0.147768507761 *FGOVLR(-3) /100 - 0115103473241 *LOG(REXD /(PCPIX / PCPIUS)) +1.8675286979 *(YCU -100) /100)
'short-run investment model

DLOG(P1) ¢ DLOG(P1(-1) resid02c-1)

[DLOG(P1) = 0.145744547768'DLOGIP1(-1))-0.0755785183517*RESIDO2(-1)

IP1 = exp(0.146744547768 * DLOG(P1(-1)) - 0.0755785183517 *RESID02(-1) +loglip1(-1)))

(@ADD(V) P1 IP1_A

[@DENTITY i1 = (ip1 +ipc1 +ig1)
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M Eviews - [Model: AABOMOD Workile: EVIEWS MODEL: Quarteriy\] [(EEEE
W File Edit Object View Proc Quick Options Add-ins Window Help _ox
view|proc] Oject] [prnt [ ame | Freezz [ [sove [ scenarios| [equations  variabies rext]

[Exports

[Long-run exports

'LOG(E1)LOGIG7Y1) C LOG(PE)PY)
"Substituted coeficients LOG(E1) = 1.45552177003*LOG(GTY 1) + 570240248403 + 0.0781552274096*L OG((PE)/PY)

@IDENTITY resid03 =LOG(ET) - (145552177003 * LOG(GTY) +5.70240248403 + 0.0781552274096 * LOG((PE) / PY))

'short-run model

'DLOG(E1) LOG(E1(-1)) LOG(GTY1(-1)) C DLOG(PE(-2)PY(-2)) DUM9402 DUM95Q3

DLOG(ET) = 0.00249150688114 +0.206212112618*RESID03 + 1.60902413076°DLOG(GTY1(-1)) - 0.0266261330729°LOG(PE(-2J/PY(-2)) - 0.12147954974'DUMI4Q2 + 0.07059225790"DUMIBA3

E1 = exp(0.0194313461411 - 0418033274881 * RESID03(1) - 119850159891 * DLOG(GTY1(-1)) - 0.0263303515352 * LOG(PE(-2) / PY(-2)) -0.144877431411 * DUMS4Q2 + 0123954978033 * DUMIGQ3 = log(ed(-1)))
@ADD(V)E1 E1_A

[mports

i

[141-real imports; YGDE-gross domestic expenditure; PM-import price deflator; PY ~GDP defiator, E1-eal exports; G7Y1- G7 growth; PE-export price defiator;
'Longrun-equation

‘Estimate LOG(M1) LOG(YGDE1) LOG(PM)PY) C =
“Sustituted coefficients LOG(M1) = 2.01985603852*L OG(YGDE 1) - 0.361803325374*LOG((PM)IPY) - 15.385052219

@IDENTITY resid04 =LOG(M1) -(2.0 *LOG(YCDE1) - 0.261803325374 * LOG((PM) /PY) - 16.385062219)

short-run model

DLOG(W1) resid04(-1) DLOG(YGDE1) DLOG(PM(-4)PY(-4)) DUMBEQ4 DUMBTQ1
'DLOG(1) =-0.208145770851*RESID04(-1) + 1.65541332031"DLOG(YGDE1) + 0214048824633 DLOGIPM(-4VPY(-4)) - 0.227948831051"DUNS5Q4 + 0.129137453196*DUMBTQ1

W1 = exp(-0.208145770851 * RESIDO4(-1) + 165541332931 * DLOG(YGDE1) +0.214048824633 * DLOG(PM(-4) /PY(-4)) - 0.227948831051 *DUM86Q4 +0.129137453196 * DUMB7Q1 +log(m1(-1)))
@ADD(V) M1 M1_A

| Path = chusers\guestidocuments | DB = none | WF = eviews model

452 Notice that for each equation we have an Add-factor. The role of the Add-Factor
and how it is added was explained in the one-equation model earlier.

448 Adding Identities

453 Also, notice that at the bottom of the model window, there are identities. As
mentioned earlier, the residuals are identities. Other identities include the variables that
are calculated as ratio and which are Show how identities are added and what type of
identities

M Eviews - [Model: AADOMOD  Workfile: EVIEWS MODEL:Quarterh\] o @ | =

80 File Edit Object View Proc Quick Options Addins Window Help _ax
TomelrrecseTTsamel. T T T

view]Proc]Objec] [ Prntame]Feeze] [ oie] ][ Eauaton: [ vansbie 1o

[iDENTTEES

Gross Domestic Product (GDP)

@DENTITYy1 =ygdet +e1 -m1

@IDENTITYy = (y1 *py 1100)

 Capacity utiisation

(@IDENTITY ycu = (s1 /ypott = 100)

tnterest rates

(@IDENTITY ppcpix = (pepix / pepix(-4) - 1) * 100
(@IDENTITY fprime = (frepo +fmargin)
(@IDENTITY forimer = (fprime - ppcpix)
(@IDENTITY frepor = (frepo -ppcpin)

(@IDENTITY fgov = (fgovt - ppcpi)

[Terms of Trace

(@IDENTITY pt = (pe /pm) * 100

Path = c\users\guest\documents | DB = none | WF = eviews model
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449  Forecasting In and Out of Sample with All the Equations

454 After this step, you can now solve the in-sample in the same way we illustrated
with the one equation example. Solve first at the baseline and the values of all the
equations will be calculated in sample. The values of the forecasts and the actuals will be
the same because you have added the Add-factors already.

455 After solving in-sample and testing for the stability of the equations, again in the
same way like we did in the one-equation model, you increase the sample size to 2012 and
make assumptions for all the exogenous variables in each equation. Remember, earlier on
we had created an excel file of assumptions from where we read the assumptions for the
exogenous variables in the one-equation model. What you need to do now is to identify
the exogenous variables in the other three equations take their values to the same excel
file from where we can read their assumed values.

456 Check every each of the three equations and identify all the exogenous variables.
To visualize the values of the other variables, go to the command window and type;

show fgovl fmargin frepo g7y1 gcl ig1 iil ipcl pcpius pepix pe pm py rexd yd1 ypotl zyl
and you get

T Siews [Group: UNTITLED Wiarie EVES MODEL-Quariety] =lel=]
[G) File Edit Object View Proc Quick Options Add-ins Window Help -aXx
[vew[proc[obiea] [ping

abs
2004Q2 [10.156666667 3.500000000 8.000000000 106.98520... 203288.00... 27434.000... 17278.000... 18740.000... 188.93333... 129.46666... 137.98689... 128.03016... 129.86241_. 659.03000... 681371.90... 10 »
200403 | 9.693333333 | 3.500000000 7.500000000 107.51800... 202945.00... 28102.000... 18886.000... 19738.000... 189.60000... 130.10000... 136.24706... 126.01286.. 132.11116... 637.77000... 693302.57... 107
2004Q4 | 8.833333333 | 3.500000000 7.500000000 107.92910... 208698.00... 28833.000... 13202.000... 19091.000... 190.73333.. 131.33333.. 133.88171... 127.99492... 134.95996.. 605.85666... 705158.06... 10¢
200501 | 8.086666667 3.500000000 7.500000000 108.60890... 208864.00... 29080.000... 12327.000... 21317.000... 192.64066... 136.58666... 133.69699... 125.71966... 134.76791.. 642.20806... 719261.22... 10¢
200502 | 8.310000000  3.500000000 7.000000000 109.30930... 211790.00... 29450.000... 7403.0000... 22665.000... 194.56707... 142.05013.. 14417925 131.35601... 135.36632.. 680.74055._. 733646.44.. 11
2005Q3 | 8.020000000  3.500000000 7.000000000 110.19610... 214756.00... 29762.000... 13547.000... 23360.000... 196.51274... 147.73213.. 144.32619... 134.38059.. 136.85130... 721.56498... 748319.37... 11;
200504 | 7.850000000  3.500000000 7.000000000 110.65370... 222348.00... 30008.000... 2039.0000... 24234.000... 198.47767... 153.64142... 149.70625.. 134.06959... 142.54624... 764.86008... 763285.76.. 11
200601 | 7.330000000  3.500000000 7.000000000 111.79410.. 220506.00... 31310.000... 15930.000... 25227.000... 200.46265... 169.78708... 150.81857... 132.19475... 142.61078... 810.77283... 778861.47... 11t
200602 | 7.793333333 | 3.500000000 7.500000000 112.53130.. 228682.00... 32492.000... 16306.000... 26226.000... 202.46727... 166.17856... 150.97963... 138.90175... 143.83395_. 85941926 794122.50.. 11¢
200603 | 8.603333333 | 3.500000000 8.000000000 113.00570.. 226139.00... 33584.000... 8994.0000... 27444.000... 204.49194... 172.82570.. 172.73118.. 152.65106... 150.03485._. 910.98441... 810004.95.. 117
200604 | 8.023333333 | 3.500000000 9.000000000 114.59000... 228773.00... 34306.000... 21826.000... 29419.000... 206.53686... 179.73873.. 174.93441.. 156.41869... 163.18630... 96564348 826205.05.. 11¢
2007Q1 | 7.580000000  3.500000000 9.000000000 114.14177... 236337.00... 36141.000... 11796.000... 34311.000... 208.60223... 186.92828... 178.56783... 153.49488.. 15586805 102356820 842729.15.. 11¢
2007Q2 | 7.773333333| 3.000000000 9.500000000 114.83445_.. 234509.00... 37576.000... 10472.000... 35626.000... 210.68826... 194.40541 . 186.08635... 157.62592... 157.24419.. 1084.9970... B59563.74... 12°
2007Q3 | 8500000000  3.500000000 10.000000000 116.73488... 236767.63... 37278.240... 10472.000... 31660.600... 212.79514... 202.16163... 190.00430... 167.91617... 160.63729.. 1160.0968... B76776.41... 12
2007Q4 | 8.500000000  3.500000000 10.000000000 118.37147... 239525.33... 38634.660... 10472.000... 33831.850... 214.92309... 210.26889... 192.42785.. 172.0606... 163.90943.. 1219.1026.. 894310.92... 12
200801 | 8.500000000  3.500000000 10.000000000 117.90845_.. 247444.83.. 40116.510... 10472.000... 39467.650... 217.07232... 218.67965... 196.42467... 168.84437... 166.77881.. 1292.0488. . 912197.14.. 12%
200802 | 8.500000000  3.500000000 10.000000000 118.68597... 245630.92... 41709.360... 10472.000... 40972.200... 219.24304... 227.42684.. 204.69498.. 173.60852... 168.25128.. 1369.7837... 930441.08.. 12t
200803 | 8.500000000  3.500000000 10.000000000 120.58713... 247895.60... 41378.846... 10472.000... 36294.690... 221.43547... 23662391 209.00473.. 184.70779... 171.77491.. 1451.9707... 949049.90.. 12t
2008Q4 | 6.500000000| 3.500000000 10.000000000 122.27772... 250763.02... 42884.472... 10472.000... 38906.627... 223.64963... 245.98487... 211.67064... 189.26662... 175.38310... 1539.0890... 968030.90... 12¢
2009Q1 | 8500000000/ 3.500000000 10.000000000 121.79943.. 259074.74... 44529.326... 10472.000... 45376.297... 225.88633... 255.62426... 216.06714... 185.72660... 176.45333.. 1631.4343.. 987391.52... 13(
2009Q2 | 8.500000000  3.500000000 10.000000000 122.60261... 257070.87... 46297.389... 10472.000... 47118.030... 228.14519... 266.06723.. 225.16443... 190.96937.. 180.02887... 1729.3204... 1007139.3.. 13
200903 | 8.500000000  3.500000000 10.000000000 124.56651... 259546.70... 45930.519... 10472.000... 41738.893.. 230.42664... 276.69952. .. 229.90520... 203.17857... 183.79915._. 1833.0796... 10272821.. 13:
200904 | 8.500000000  3.500000000 10.000000000 126.31289... 262569.82.. 47601.764... 10472.000... 44742.621... 232.73091... 287.76750... 232.83770... 208.19328... 187.65991.. 1943.0644 . 1047827.7... 13

2010Q1 NA NA NA NA NA NA NA NA | 235.05822... 299.27820. NA NA NA | 2059.6482... 1068784.3...
2010Q2 NA NA NA NA NA NA NA NA| 237.40880. 311.24933. NA NA NA | 2183.2271... 1090160.0...
2010Q3 NA NA NA NA NA NA NA NA| 239.78289... 32369930 NA NA NA| 2314.2207... 1111963.2...
2010Q4 NA NA NA NA NA NA NA NA' 242 18072... 336.64728. NA NA NA | 24530740... 11342024
2011Q1 NA NA NA NA NA NA NA NA ' 244 60252. .. 350.11317. NA NA NA | 2600.2584... 1156886.5..
2011Q2 NA NA NA NA NA NA NA NA| 247.04855... 36411769, NA NA NA| 2756.2739... 1180024.2..
2011Q3 NA NA NA NA NA NA NA NA | 249 51904 378.68240. NA NA NA | 2921.6504... 1203624.7...
2011Q4 NA NA NA NA NA NA NA NA| 252.01423 393.82970. NA NA NA| 3096.9494... 1227697.2...
2012Q1 NA NA NA NA NA NA NA NA | 254 53437... 409.58289 NA NA NA| 3282.7664... 12522512
2012Q2 NA NA NA NA NA NA NA NA| 257.07971... 42596620 NA NA NA| 3479.7324... 12772962
2012Q3 NA NA NA NA NA NA NA NA' 259 65051... 44300485 NA NA NA | 36885163... 1302842.1.. |
201204 NA NA NA NA NA NA NA NA| 262.24701... 460.72504. NA NA NA | 3909.8273... 13288989.. [E]
— ‘ ‘ ;
457 You can see from the E-views work-file which of the exogenous variables have

missing values beyond 2009q4

458 Copy the equations that are still not in your excel assumptions file into excel.
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You could also create a program to write them directly into excel as;

459

460

After this step, my full excel file will look like this;

R el e AW AU g AL
f Format Painter I-|@E-(2a-A eroe & center " © > Fomatting~ asTable~ Ses= |+ v v | QCENT  Fiter Select~
2 - £ 16.58 [
ot REXD PCPIX___PCPIUS DUMINT _FGOVL _ FMARGIN FREPO _ G7Y1 GC1 161 " PC1 YPOT1 21

110 2007Q1 1023582 186.9283 208.6022 1 [] 0 758 35 9 1141418 236337 36141 11796 34311 178.5679 1534949 1558681 1198000 3411
(oo | omom otioh Jote 1 b bumm 3 slium S o Ihm e heows e M mow iom
113 2007Q4 | 1219103 210.2689 214.9231 1 0 0 85 35 10 1183715 2395253 38634 66 10472 3383185 1924279 1720606 1639094 1238392  -15864
iiowcr | lans dnaw drom 100 &5 33 lwiok s wes s we i Faeu e en e
e e
117 2008Q4 | 1539.089 2459849 2236498 1 0 [ 85 35 10 1222777 250783 42884 47 10472 3890663 2116706 1892666 1753831 1294119  -15864
118 2009Q1 1631434 2558243 225.8863 1 0 0 85 35 10 1217994 2590747 4452933 10472 453763 216.0671 1857288 1784533 1308246  -15864
iooonn | ‘miom ot Dok 1 b b 85 13 1o phee mems s s ey e tmois tmow 1 1om
1212009Q4 | 1943064 287.7675 2327309 1 0 [ 85 35 10 1263129 262569.8 47601.76 10472 4474262 2328377 2081933 1876599 1352355  -15864
122 2010Q1 | 2059.648 299.2782 235.0582 1 0 0
R e
125 2010Q4 | 2453074 3366473 2421807 1 0 0
FEERE TS T U R
5o | e i Grue 1 6
129 2011Q4 | 3096.949 3938297 2520142 1 0 [
130 2012Q1 | 3282766 409.5829 2545344 1 0 0
oo | e i o 1 6 i
133 2012Q4 | 3909.827 460.725 262247 1 0 0
134
135 |
137
138 A
Ready | \@ & 100% (o)

For the sake of simplicity in this case, we grow all

values by 5% up to 2012. So the excel file will look like this;

461

462

Hame | e gagelmout | Fomukr | Data  Revew  View

L anat S AN | - Siweptet Genera - ; - 2 mosion

ol v S W e

Fromotpanter| B 7 U [E- 204 S Buoea e Y- S i |35 | EORRMS RN 5 | BSERNERER | G St

cippoard Aigrmen: 2 humoer i stytes cens ating

xaz =

A o E F G T 1 3 T ] W ° Q 0 Wa

obs  [RED _PCPX__PCPUS DUMINT FGOVL FMARGINFREPO GTY1 61 161t iPct T 2vt

11020071 | 1023502 186.9283 2086022 1 o 0 78 35 9 1141418 29637 U1 1179 3371 1785679 1634349 1658661 1198000 3411
111200702 | 1084.997 1944054 2106883 1 0 0 7773333 3 95 1148945 23509 37576 10472 35620 1860864 157.8259 1572442 1210942 15864
112200703 | 1150097 202.1816 2127951 1 0 0 85 35 10 116739 2367675 3727624 10472 31560.6 1900043 167.9162 1605373 1224893 15064
11320074 | 1219.103 2102689 214.9231 1 0 0 85 35 10 1183715 2395253 3663466 10472 3303185 1924279 1720606 1639094 1238392 15864
114200001 | 1292249 2186757 217.0723 1 0 0 85 35 10 1175085 2474445 4011651 10472 3945765 1964247 160.8444 166776 1251310 15864
15200802 | 1369784 2274268 219243 1 0 0 85 35 10 118686 2455309 4170936 10472 409722 204695 1736085 1682513 1265434 15864
116200803 | 1451971 2365230 2214355 1 0 0 85 38 10 1205671 2478956 4137885  104T2 3629469 2090047 1847078 717749 1260013 15864
117200804 | 1639.089 2459849 2236498 1 0 0 85 38 10 1222777 250763 4288447  104T2 390663 2116706 1602666 1753831 1294119 15864
11320001 | 1631434 2565243 2258863 1 0 0 85 35 10 1217994 2590747 4452933  104T2 453763 2160671 1857288 1784533 1308246 15864
119200002 | 172932 266072 2281452 1 0 0 85 35 10 1226026 2570709 4629739 10472 4T118.03 2261645 190.9694 1800289 1322379 15864
120200903 | 163308 2766995 2304266 1 0 o 85 35 10 1245665 2595467 4593052 10472 4173889 2299052 2031786 1837992 1337614 15864
121200004 | 1943064 2677675 232.7309 1 0 0 10 1263129 2625698 4760176 10472 4474262 2328377 2081333 1676599 1352365 -
122/201001 | 2059.648 2992762 2350502 1 0 0 695 3675 105 1326205 2756303 4996185 109956 4697975 244479 218603 1970420 1419972 166572
123201002 | 2183227 3112493 2374088 1 0 0 937125 385675 11025  139.06 2094632 52480.95 1154530 4932074 2567036 2295331 2068951 1490971 174901
124201003 | 2314221 323.6993 239.7629 1 0 0 9839613 4051688 1157625 146223 303957.4 55104.99 1212265 S1795.18 2695367 2410098 2172398 1565520 -18364.6
125201004 | 2453.074 3366473 2621807 1 0 0 103318 4254272 1216506 1535341 191653 5786024 1272678 5436494 2830157 2630602 2281018 164379 -192628
126201101 | 2600256 3501132 264.6025 1 0 0 1084839 4466985 1276262 1612108 336113 6075325 1336522 5T104.18 2971665 2657133 2395069 1725985 -202469
127201102 | 2756.274 3641177 247.0486 1 0 0 1139081 4690336 1340096 1692714 3513657 63790.92 1403348 5995039 3120243 278.9989 2614822 1312285 212693
128201103 | 292165 3786824 249519 1 0 0 1196035 4924851 14071 1777389 364621 6698046 1473516 6295736 327626 2929489 2640563 1902899 223222
129201104 | 3096.949 3938297 2520142 1 0 0 1256837 5171094 1477455 1866217 3679352 70329.49 1547191 6610523 3440073 3075963 277252 1998044 234384
130201201 | 3262766 4095629 2545344 1 0 0 13.18629 5429649 1551328 1959528 407332 T3045.96 1624551 6341049 612077 3229761 2911221 2087845 246103
131201202 | 479732 4259662 257.0797 1 0 0 138456 5701131 1626095 2057504 4276906 T7530.26 1705770 7208102 3792681 339.1249 056762 2202843 258408
122201203 | 3606516 4430049 2596505 1 0 0 1453780 5986168 17.10339 216,079 4490835 81415.17 1791067 76525.07 3962315 356.0012 3209621 2312985 271328
133201204 | 3909627 460.725 262247 1 0 0 15.26478 6285497 17.95056 226.6308 4715377 85485.93 18806.21 8035132 416.1431 3738052 3370103 2428635 264895
134 L
135
136
137
138 >
W3 1| Assumptions . Shestl %3 4 ] >
Ready | [EO@ 100% o v )

Now we have all the values of the exogenous variables up to 2012. We can read
then into E-views. To read them, go to the assumptions program file you created and run.
Remember we called this program file as ‘cel_assumptions’. Also, remember to note the
path of the excel file (where you saved the file because you need to instruct E-views to get
the excel file through that path).

Now solve with scenariol. Then, compare baseline with scenariol to see how the
model performs out-of-sample. This is one way to establish the performance of the model.
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463 Scrutinize forecast results. It is possible to transfer your output to excel. You
need to write a program in E-views that will write the results into excel;

(B
[ Fle Edt Object View Proc Quick Options Addins Window Help _ox
T =
] [encoet]

'WRITE RESULTS.prg

"This program write the model results to:
'Tables-FORECASTS - for clients to see model results

smpl 200591 201294

WRITE(t) c:\\model\out-RES.xIs ce1_0 e1_0 fgovl fgovir_0 fmargin fprime_0
fprimer_0 frepo frepor_0 g7y1 gc1i1_0ig1 i1 ip1_0 ipc1 m1_0 pcpius pcpix
pe pm ppcpix_0 py rexd y1_0 ycu_0 yd1 ygde1_0 ypot1 zy1

464 The excel work-file will then look like this;

o sl BRI ir @
Ha copy sAn&Fd&
BIu- orta Fin
F Format pinter u-E Fiters St
Cipboora : Font g Aignment 2 tumber . siyes cens Editng
°8 - | =VLOOKUP($8S8,Datal$A$3:5AFS55,DatalUs1)
O] & TH I T [ J [ KW NTO[P RIS [ T[UN X[ V[ 7z M][m®[A]M
1
2| Tablez Forecasts T2du12
3
4 Estmate FORECAST FORECAST
5 Code Variable name 2006 2007 2008 fat R
6 qt 92 a3 g4 1] Q2 3 [ a1 Q2 3 94 2005 | 2006 | 2007 [ 2008
7 1 1 |
8] [ceio movoe2] Tisoue| 7s0.4se| cosssl | sioazz| sanreo] eassse| asrss| | ar2ns| sssted| soners| sresse| | 79ses] rmsse| mseew| esnes
9 y ol 1| rswl sow| | rre| raw| esw| esel | ewx] eru| er| em| | eex| 7ax| row eew
10 e o sa8) sw| el 7ed zaw| | zex sss| es| emf | 7ol eswl sew sy
11
12 |10 |Resigross fxed captiformation: | 209s14| 215096 223087 2snseaf | 2ese10] zs1e00] asogmf 2wz | 2esare| 2usase] avsres| 2s220d] | 1os2se| 220000] 2enser| 2uss
i) el reow] o] vaznl | o] Tress] vasel T ral [ Toow] Toan] Tosul Tiew] | oe] Trars] Tiaew| " ose]
" now] ven| wonl wew] | zen] | oW wid | oo ol 2] ae
15
1] Joct ansoe| 220002] 228139 28| | zmazr| 2ses0s| z3an| zsessr| | averze| asssu| zesoee| 2srzse| | zrasse] zzsezs| 23700o] 20608
7 sou| son| sl 2onf | rawl osw| asu| aoul [ T2r] sl Tamd Tamd | Tsan| Tsan] Teow| ez
18 e I Iyt v INEE I Rt I T I B T
1
2 fero ssza 15778 162009| t67s8) | 1rzsse| 17asos) 17sars| wrosorf | tesore] tescoe| 1easee| 16e320] | 1e270q ssograf 17432 sesen
21 il 20w o el [ il uss] esd vewl [ el aie] sow| s [ em] reow| eow| ol
2 sw] el wowl sl | nex] vl sl osed | sex| saw| sow] s
%
2 fo1 s el wse ol | smref wrsrel ssss| soseef [ womsel arroe| oo wasud | msw| smose| wmses| szare
2 ool o] reen] weo] | tsen| tsew| weee] vard [ e vow] vew| vaow] | Tese| vizw] Cess] i
% sosu| toon| il tsew] | we2n] weon| viowl row | vow| vnow| s rrow
z
2 fect 2| s zas| 2] | sean| ssexs] seess| seawr| | sses| sosre| wnex| o] | 220 2rorsl sezm| ey
2 y swon| tsru| v ziew] | wow| wmen| seen| sser| | wson| sow] tsow] wsowf | eou] tesn| o] sy v
W [ Dot Assumptions | Forecasts (%3 kil ] |
Ready | EFERIe ] &)

465 If you are not satisfied with model forecasts, you can adjust assumptions and/or
Add-Factors after making sure that nothing is wrong with model and programs etc. After
adjusting the assumptions and the Add-factors, you can just read the assumptions back
into your E-views work-file. Once you are satisfied with the forecast, you now have a
baseline forecast, you can now do alternative simulations.

466 You need to maintain a separate excel sheet with the original data from where
you can always enter new data. For instance, assume we get the data for quarter two of
2004, we can enter this data into the original data sheet in excel and run the E-views
program that we developed to read it from excel.
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4410 Policy Simulations with All the Equations

467 You could use the model to answer all policy questions in the same way we did
in the one-equation model. Assume how a one percentage change in the G7 economic
growthwill affect the other variables in the model. You can write an E-views program for
thisand then write the simulations into excel. You will get the screen below. The file is
named ‘shock 01 - g7y1” under the folder ‘E-views MEFMI model” in the attached CD.

o SHOCKOL - GTY: - T B
Object View Proc Quick Options Add-ins Window Hslp —
[Run][pane]swe savens [ cocop pse et naeplce wap7 ] [Enconi]

'GT output s 1% higher than in baseline from 2005q1

“delete *_1
“delete g7y 1t

SMPL 1970Q1 2012q4
series g7y1T = g7y1

SMPL 2006Q1 2012q4
series g7y1T = g7y1*1.01

smpl 200531 20124
show g7y1 g7y1T (g7y1Tig7y1-1)*100

SOLVE 2201mod67

plot ((y1_1/y1_0-1)*100) (ppepix_1-ppepix_0) (py1_1-py1_0)

plot (rexd_1/rexd_0-1)*100 0

plot (yeu_i-ycu_0) 0

STOP

smpl 200331 20074

WRITE(t) c:\modellout-SEN.xls ((y1_1/y1_0-1)*100) (py1_1-py1_0) (wrp_1/urp_0-1)*100) ((wrpr_1Awrpr_0-1)*100) ((ep_1/lep_0-1)*100) ((ulct_i/ulct_0-1)*100) ((fm3_1/fm3_0-1)*100)

((pepix_1/pepix_0-1)*100) (ppepix_i-ppepix_0) (frepo_i-frepo_0) (frepor_1-frepor_0) ((ce1_i/ce1_0-1)*100) ((i1_1/i1_0-1)*100) ((ge1_1/ge1_0-1)*100) (yade_1/ygde1_0-1)100) ((e1
_1/e1_0-1*100) (m1_1/m1_0-1)100) ((rexd_1/rexd_0-1)100) ((pe_1/pe_0-1)*100) (pm_1/pm_0-1)*100) ((pt._1/ptt 0-1)*100) (pbca_1-pbca_0) ((py_1/py_0-7)*100)

T m—

468 The excel file will then look like this.

| ouT-sen 57 Kil m >

469 As explained for the case of results, we can in the same way write separate
programs in E-views that will transfer the output of these simulations into excel so that
we can easily report them to policy makers. In the model folder, we have included the
programs and the excel sheets with different scenarios. You can go through them for your
practice.
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4411  Assessing Forecasting Accuracy

Allowing for the likelihood that economic outturn will be different from those projected,
there are some basic yardsticks that can be used to measure forecast performance. One
useful measure of accuracy has the average size of forecast error. We can also test
whether or not forecasts are biased, i.e. whether or not they tend to consistently under-
predict or over-predict and finally, we can test our forecasts against those made by
external Forecasters.

(@) Using out of Sample Mean Square of Errors

Forecasters generally agree that forecasting methods should be assessed for accuracy
using out-of-sample tests rather than goodness of fit to past data (in-sample tests). In
most cases, in-sample errors are likely to understate forecasting errors. Method selection
and estimation are designed to calibrate a forecasting procedure to the historical data. But
the nuances of past history are unlikely to persist into the future, and the nuances of the
future may not have revealed themselves in the past. Over-fitting and structural changes
may further aggravate the divergence between in-sample and post-sample performance.
Makridakis et al., (1982) shows that forecasting errors generally exceed in-sample errors,
even at reasonably short horizons.

470 Moreover, common extrapolative forecasting methods, such as exponential
smoothing, are based on updating procedures, in which one makes each forecast as if one
were standing in the immediate prior period. For updating methods, the traditional
measurement of goodness-of-fit is based on one step-ahead errors - errors made in estimating the
next time period from the current time period. However, research shows (e.g., Schnaars,
1986) that errors in forecasting into the more distant future will be larger than those made
in forecasting one step ahead. The second aspect to the argument is that methods selected
by best in-sample fit may not best predict post-sample data.

471 One way to ascertain post-sample forecasting performance is to wait and see in real
time. Real time assessment, however, has practical limitations for forecasting practitioners
since a long wait may be necessary before a reliable picture of a forecasting track record
will materialize. As a result, tests based on holdout samples have become commonplace.
The fit period is used to identify and estimate a model (or method) while the test period is
reserved to assess the model's forecasting accuracy. If the forecaster withholds all data
about events occurring after the end of the fit period, the forecast-accuracy evaluation is
structurally identical to the real-world-forecasting environment, in which we stand in the
present and forecast the future. However, 'peeking' at the held-out data while selecting
the forecasting method pollutes the evaluation environment.

472 A popular measure of forecast accuracy is out-of-sample mean squared error,
MSE = E(e2). The more accurate the forecast, the smaller is MSE. MSE is equal to the
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sum of the variance of the error and the square of the mean error.

var(e)=E(e’) - (E(e))’ = MSE - (E(e))".

The elementary decomposition of the variance,

MSE = var(e) + (E(e)) .

473 A forecast is therefore unbiased if the mean forecast error is zero. Why might
unbiased forecasts be desirable? Are they necessarily desirable? Other things constant, a
reduction in bias (mean error) is good, as it will clearly reduce MSE. However, other
things may not be constant; in particular, an increase in bias may be more than offset by a
large reduction in variance, resulting in a decrease in MSE. Suppose that ~ (logy),.,, is an

unbiased forecast of (logy),,. Then exp((logy),,,) is a biased forecast of ywn. More
then £'((f(y)),,, is a biased

forecast of y,, , for the arbitrary nonlinear function f. The expected value of a nonlinear

generally, if (f(y)),,, is an unbiased forecast of (f(y))

t+h/

function of a random variable is not the same as the nonlinear function of the expected
value, a result usually called “Jensen’s inequality.” Thus unbiasedness is not preserved
under nonlinear transformations. Various “corrections” for the bias in exp((logy),,, )
have been proposed. In practice, however, bias corrections may increase the variance of
the forecast error even if they succeed in reducing bias because the bias corrections
involve estimated parameters, the very act of implementing them introduces a fresh
source of error.

(b) Using Theil’s U-Statistic

474 Sometimes it’s informative to compare the accuracy of a forecast to that of a
"naive" competitor. A simple and popular such comparison is achieved by the U statistic,
which is the ratio of the 1-step-ahead MSE for a given forecast relative to that of a random
walk forecast y,,, = y,; thatis,

( YI.+1 YI.+l,l )z

( YH—I yt )2

M-

U=-

M-

t

475 One must remember, of course, that the random walk is not necessarily a naive
competitor, particularly for many economic and financial variables, so that values of U
near one are not necessarily "bad." It is important to emphasize that for macroeconomic
and financial series that can be well-approximated by random walks, a U-statistics near
one do not necessarily indicate poor forecast performance.
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(c) Analysis using Historical Forecast Errors

476 A run of errors in the same direction is sometimes taken as evidence of bias or
inefficiency, as the forecaster does not appear to have learnt from past errors. But when
considering persistence in errors it is important to distinguish between one-step ahead
projections and multi-step ahead projections: It is only for one-step ahead forecasts that
the previous forecast error can be observed before the next forecast is made.

(d) Comparing your Forecasts with Other External Forecasts

477 Another test of your projections is to compare performance with equivalent
projections made by other forecasters.

4412 Improving Forecasting Accuracy

478 There are several ways to improve forecast accuracy, these include;
(@) Forecast Combination
479 One common way to improve forecasting accuracy has been to combine forecasts.

Forecasters like using several different forecasting techniques and then comparing the
forecasts and improving on them.

(b) Consensus Forecasts

480 In a policy making environment where there could be different institutions with
their own forecasting tools, it would be important to come together and discuss the
different forecasts and agree on some consensus forecasts. Normally, the mean or mode
or median of all the forecasts are taken as the final forecast and reported. The consensus
forecasts often perform very well relative to the individual forecasts.

(c) Judgemental Forecasts

481 Judgement is used throughout the modeling and forecasting process to modify
quantitative forecasts. Judgement can be formally used to modify quantitative forecasts
through forecast combination, when, for example, an “expert opinion” is combined with a
model-based forecast

(d) Delphi method for Combining Experts’ Forecasts

482 The “Delphi method” is a structured judgmental forecasting technique that
sometimes proves useful in very difficult forecasting situations not amenable to
quantification, such as new-technology forecasting. The basic idea is to survey a panel of
experts anonymously, reveal the distribution of opinions to the experts so they can revise
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their opinions, repeat the survey, and so on. Typically the diversity of opinion is reduced
as the iterations proceed.

483 Delphi and related techniques are fraught with difficulties and pitfalls. There is
no guarantee that the iterations will converge, and even if they do, it's not clear why we
should have confidence in the final forecast. At the same time, it’s not at all clear that we
should dispense with such techniques; they may be of real value because they at least
provide a structured framework for attempting to reach consensus on difficult matters.



CHAPTER 5

OTHER FORECASTING METHODS

Objectives of this Chapter
At the end of this chapter, the reader should be familiar with the other
forecasting methods available including;:
e Forecasting from ARIMA models
e Forecasting from Exponential smoothing methods
e Forecasting from single equations

5.1 Introduction

484 In the previous chapter we have illustrated how forecasting can be done from
a structural econometric model. In this chapter we focus on a few other forecasting
approaches that may be of interest to the user without necessarily having to build a very
detailed model. Most policy analysts in the Central Banks and government ministries
frequently use ARIMA models, exponential smoothing and signle equations for forecasting.
So we will dwell mainly on how to forecast from these three plus other simple forecasting
approaches. The data used in this section is contained in the CD provided with this
manual. To open the data, go to the CD and the folder named ‘E-views MEFMI Model
from the CD. From the folder open the E-views file named ‘E-views Model’.

5.2 Other Forecasting Methods

485 Several forecasting methods are frequently used. These include:

- Unconditional Mean;

- Exponential Smoothing;

- Auto regressive Moving Average (ARIMA);
There are several other regression Based Forecasting Approaches which are beyond the
scope of this manual (see page 158, paragraph 542)

521 Unconditional Mean

486 In this model, the forecast equal to the unconditional mean over the recent
past, that is:

y, =a+s,

where y, is the variable of interest. The forecast from this model is simply

E(th\z): «@.

In this case, E (yH i ): E (th | y,) is the h-step ahead forecast.

487 This very simple method is appropriate when the process generating the
{y} sequence is stationary. That is the mean of the series is constant over time, the
variance is constant over time and the covariance is also constant over time. The main
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impediment in using the unconditional mean to forecast next period’s values is that most
time series are non-stationary and therefore, an additional observation next period will
likely change the mean of the series.

522 Exponential Smoothing

488 Exponential smoothing is a simple method of adaptive forecasting. It is an
effective way of forecasting when you have only a few observations on which to base
your forecast. Unlike forecasts from regression models which use fixed coefficients,
forecasts from exponential smoothing methods adjust based upon past forecast errors. For
additional discussion, see Bowerman and O'Connell (1979).

489 There are several exponential smoothing approaches. These include the simple
exponential smoothing, weighted exponential smoothing, Holt’s Linear Method (Double
Exponential Smoothing) and Holt-Winters method (Triple Exponential Smoothing).

490 Holt's Linear Method is appropriate for series with a linear time trend and
additive seasonal variation.

491 Holt-Winters method is appropriate for series with a linear time trend and no
seasonal variation. This method is similar to the double smoothing method in that both
generate forecasts with a linear trend and no seasonal component.

5.2.3 Exponential Smoothing in E-views

492 Open the cel series from the ‘E-views Model” work-file by double clicking on it.
Then select Proc/Exponential Smoothing....

| &2

Exponential Smoothing

Smoothing method Smoothed series

# of params

() Single 1 celsm

& Double 1 Series name for &

(@) Holt-Winters - No seasonal 2 smoothed and

) Holt-Winters - Additive 3 forecasted values. Name the

() Holt-Winters - Multiplicative 3 forecasts

Estimation sample

Smoothing parameters 1380q1 20044

Alpha: E Forecasts begin in
(mean) Enter number period following
Beta: between 0 estimation endpoint.
and 1, or E to
(trend) Emate
== Cydle for seasonal
Gamma: E
(seasonal) 4
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493

squared error of the forecast.

We use the Holt-Winters — No seasonal method since there are no seasonal patterns in
the data. Let us name the smoothed forecasts as celsm, and estimate all parameters over
the period 1980q1-2004g4. Leave the remaining settings at their default values. When you
click OK, E-views displays the results of the smoothing procedure. The first part displays
the estimated (or specified) parameter values, the sum of squared residuals, the root mean

(=1 File Edit Object Wiew Proc Quick Option

E EViews - [Seriess CE1  Workfile: EVIEWS MODEL: Quarterly™]
Add-ins

s

(IS =T =<
Window Help

— [ X

[‘u"iewlProcIDbjectIProperties] [PrintINameIFreeze] [SampIeIGeanSheetIGraphIStats]

Date: 07/29/12 Time: 12:27
Sample: 1980Q1 200404
Included observations: 100
Method: Holt-Winters Mo Seasonal
Original Series: CE1

Forecast Series: CE15M

Parameters: Alpha 1.0000
Beta 0.1900

Sum of Squared Residuals 2 63E+09
Root Mean Squared Error 5132.149
End of Period Levels: Mean T03941.0
Trend 9838.293

Path = chwsers\joduoridocuments = DB = none

WF = eviews model

494

We can plot the actual values (cel) and the smoothed forecasts (celsm) on a

single graph to see how the forecasts track the actuals. We get:

M EViews - [Graph: UNTITLED. Worldil: ZVIEWS MODEL:Quartery\]
(i Fie Edit Object View Proc Quick Options Add-ins Window Help

o oo rreeseTToptonsTopastel Tagarest] Tremovel Tooom]
view]proc[object][rneame Freeze] i\ il | 1 i |zoom]

800,000

700,000

600,000

500,000

400,000 -

300,000 T e e e e e

—— CE1 —— CE1SM
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495 The forecasts are track closely the actuals.

496 We can also use a different smoothing approach, to see how different the fore-
casts would be. Let us now choose Holt-winters single smoothing. We have;

F —
Exponential Smoothing [==]
Smoothing method Smoothed series
i # of params
@) Single 1 celsmi
-:-Double 1 Series nam\for
() Holt-Winters - No onal
() Holt-Winters - Additive
() Holt-Winters - Multiplicative
Smoothing parameters
Alpha: = We now choose single
: E Forecasts begin in 9
{mean) B period ﬁ)"cwiag smoothing and name the
Beta: between 0 estimation endpaint. forecast as celsml and
(rend) a”g 1th’ Eto click OK
estmate. Cyde for sg

Gamma: E
(seasonal)

497 E-views will store the new forecasts as celsm1 in the work-file. We can compare

the actual (cel) with the two forecasts celsm and celsml.

498 To do that, type in the command window, plot celsm and celsm1.
BN S
e

\\ -
N
B
E S —
szeq ced aumosez I N S G Worfies EEWS MODEQuarci ——
St EEEE . Trc[osiee] [rumt] [[sampi] Capn]sus]i
e Type “plot celsm and
<+ Quarterly {NewPage N |
= Path = c\users\joduond] Celsml’ here
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499 And you get;
A EViews - [Graph: UNTITLED  Workiile: EVIEWS MODEL::Quarteriy\] (=@
[ File Edit Object View Proc Quick Options Add-ins Window Help e
[rofonss s gt oo |
800,000
700,000
600,000
500,000
400,000
300,000~ T T T T T T T
80 82 84 8 8 9 92 94 9% 98 00 02 04
—+— CE1 —— CE1SM —— CE1SM1
Path = c:\users\joduor\documents DB = none WF = eviews model
500 The two forecasting methods do not give very different results.
501 We can use any of the approaches to forecast the values of consumption out-of-

sample (into the future). Let us extend the sample to 2012 from 2004 and use Holt-Winters

- No Seasonal method. When you click Proc/Exponential Smoothing, you get;

F
Exponential Smoothing

Smoothing method

Smoothing parameters

Alpha:
(mean) Enter number
. between 0
B{?;d} and 1, or E to
estimate.
Gamma: E
(zeasonal)

Smoothed series

3 # of params
© Single L celsm2
2 Doible 1 Series name for
(@) Holt-Winters - No seasonal 2 smoothed and
©) Holt-Winters - Additve 3 e =
() Holt-Winters - Multiplicative 3

Estimation sample

1930qg1 20 @4\
Forecasts begin in

period following
estimation endpoint.

Cyde for seasonal
4

Cancel

2=

Change the sample
period to 2012
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502 When we plot the out of sample forecasts against the actuals we have.

M EViews - [Graph: UNTITLED  Workfile: EVIEWS MODEL:Quarterhy\] o |[@ (=
i@ Fie Edt Object View Proc Quick Options Addins Window Help
oot Tname FreezeTToptonsTopastel T

[View[proclomiea]

1,200,000

1,100,000 -
1,000,000 -
900,000 |
800,000 |
700,000
600,000
500,000 |

400,000

300,000 eI e e
80 82 84 86 83 90 92 94 96 98 00 02 04 06 08 10 12

—— CE1 —— CE1SM2

Path = DB = none.

503 The thick line with symbols is the actual while the plain line in red is the forecast
of consumption into 2012.

524 Autoregressive Moving Average (ARIMA)

504 This is a more complex class of moving average models that are capable of
reflecting autocorrelations inherent in data. It can outperform exponential smoothing
when the historical data period is long and data are nonvolatile. In the class of ARMA are
several models. These include:

(@) Random Walk models

505 Random walk models are special cases of ARIMA (0,1,0). They have been found
to be robust to common forms of structural change including intercept shifts (Clements
and Hendry (2002)).

The form of this model is given by;

Y=V + gr
where y, is the variable of interest. The h-step ahead forecast from this model is simply

E(ywh\t): Vi
where E (th‘, ): E (y,+h ARSI ,) is the h-step ahead forecast. This model also requires

that the y, process is stationary.
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(b) Autoregressive (AR) Model

506 Autoregressive (AR) model describes a stochastic process that can be
represented by a weighted sum of its previous values and a white noise error. In practice,
univariate representations can often be captured by low-order systems. The general form
of an AR model is given by;

P
Vi = zaiyt—i +é,
i=1

where y, is the variable of interest. The lag order p is chosen by the different information
criteria like Akaike and Schwartz. The forecast from this model is
E(th‘, ): a,+a'y, and E(yﬁh‘[ ): E(th ‘y,,yH ,) is the h-step ahead forecast.

Choosing the right ARIMA Model and forecasting from an ARIMA Model in E-views

507 To demonstrate how to choose the right ARIMA model, we use the data
contained in the CD that was provided with this manual. To access the data, open the
folder named “E-views MEFMI Model from the CD’. Click on the ‘Genr’ to generate the
log of cel.

A Eviews - [Workfile: EVIEWS MODEL - P research draft\final mefmi modelwil)] = )le ] =
[ File Edit Object View Proc Quick Options Add-ins Window Help _mx
W view|Proc| Object[ [ Pint | save [ Details /-] | show] Fetch [ store | Belete [ Genr| samie |
Range: 197001201204 — 172 0bs Filter.*
Sample: 198001 200404 — 100 obs
M aa00mod £2 dumB4gé £ duma1 B mi_a £4 yphh
(=) azeq_cel &4 dum85q3 ) duma2
(=) aaeq_el &3 dumBSq4 9 dumq3 3}
(=) aaeq_im &2 dumBtq1 3 dumqd
(=) aaeq_ipt & dumB6q2 Se
(=) 2eq0Z_ip1 & dumB6q3 Set
(=) aeq03_e1 &2 dumB6ad Hel0 . 7 p
= aeq0d_m1 &2 dum87q1 Hela
(=) aeq_popix &2 dum87q3 (=) ecm_cet Click on ‘Genr’ to
aeq_rexd dum0q1 ecm_el
Sk A it Eene generate the log of cel
84 ce & dumgiq1 & ecm_m1 s .
=P B i3 Sred and the first difference
89 ce1_0 & dum@ g4 (A fledr
55 oot A dums202 o of the log of cel
A ce1_a & dum@zq1 4 fgovir
A deuro & dum@3qi 4 fgovir_0
8 dicet £ dum@3q2 4 fmargin
4 dum0oq1 & dum@3q4 4 fprime = _(
&4 dum00q2 £ dumos 4 fprime_0 &3 resid01_1
&4 dum00q3 £ duma4os 4 fprimer &4 resid02
&4 dum00g4. £ dum@don 4 fprimer_0 & residd2_0
&4 dum0q1 £ dumddpre 4 frepo KA resid03
&3 dum01q2 (A dum94q1 &4 frepor (A resid03_0
&3 dum01g3 (A dum94q2 &4 frepor_0 A resid0d.
&3 dum01g4. fA dum94q3 & a7yt (A resid04_0
&3 dum02q1 (A dum9sq & act A rexd
4 dumo2q2 A dumgsg2 (=1 7 theod
4 dumo2q3 A qumae i1 A theo
£ dum02g4. A dumg6g2 &gl A ulct
£ dum03q1 A dumaeg3 (= A y
4 dum03q2 A dumatas i1 A 1
£ dum03q3 £A dum97g2 HAip10 BAvi_0
£ dum04. £A dumogqi HAipt_a A yius
£ dumos £A dum9gq2 &ipct Ay 0
4 qumosg2on £A dumgaq2 =] £A yeu
A dumoBa4 &2 dum9ggé (=] &4 yeu_0
£A dumo7 £ qum99q1 (=] 543 vd
5 dum8090 £ dum99q2 S leg &4 yd1
4 duma4q1 £ dum99q3 &Em A yd1_1
4 dum84q2 & dum9ag4 &Emi 54 yode1
£4 dums4q3 &2 dumint &mio £ ygde1_0
<} Quarterly [ New Page
Path = cusershjoduor\documents | DB = none | WF = eviews model
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508 A dialog box come and you type the command Icel1=log(cel) and click OK. Then
generate the first difference of Icel by clicking “Genr’, and typing dlcel=Icel-Icel(-1).

Generate Series by Equation | 22 || Generate Series by Equation =]
Enter equation Enter eguation
lce1=log(cel) dice1=lce 1dce1{-1).
Sample Sample
198001 200404 198001 200404
[ OK ] [ Cancel OK ] [ Cancel
509 After that double click on the variable lcel (the consumption series) to open.

Remember we are using E-views version 7. Lower versions may have differnt dialog boxes

from the one show below.

[fA Eviews - [Workfile: EVIEWS MODEL - (fAjacob\private research draff\final draft\eviews mefmi model.wfl)] [=][&][=]
[0 File Edit Object View Proc Quick Options Add-ins Window Help _ax
view | Froc| opject] [t save | petaiis=/- | [snow [ Feten] store | Detete [ enr] sampre|

Range: 197001201204 — 1720bs Fiter: =

Sample: 198001 200404 — 100 obs

Double click on Genr to
generate the log of cel
and the lcel

(] 2a00mod &3 duma4g4 £ dumg’ Mmia 4 yenn
(=) 2aeq_ce1 &3 dumasg3 £ duma2 A e A ypott
(=) aaeq_e1 &4 dumasg4 £ dumg3 4 pcoma Ba
(=] aaeq_im &3 dum8sq1 4 duma4 A pepius
(=] 2aeq_ip1 & dum8eg2 He A pepix

(=] aeq02_ip1 &3 dum8eq3 et A pe

(=) a2q03_e1 £ dum8eg4 el 0 A pior

(=] aeq04_m1 &3 duma7q1 Mela 4 pgolad
(=] aeq_pcpix &3 dums7q3 (= ecm_ce1 & pm

[E] aeq_rexd &3 dum90q11 (= ecm_e1 £4 poil

(B c £ dum90g4 = ecm_ip1 4 pocpius
KA ce B3 dum91q1 = ecm_m1 4 pocpix
£A ce 1 £ dum91q3 &4 fled 4 pocpix_0
£4 ce1_0 B3 dum91g4 4 frear £4 it

A ce1_1 £ dumg202 £ fgovl 4 ptt_0

£ ce1_a £ dum92q1 £A fgovir 84 by

K4 deuro £ dum93q1 £ fgovir_0 A resid

£ dice1 £ dum9342 2 fmargin B resido
4 dumooq £ dum93g4 A fprime A resid01_0
4 dum00g2 £ dumo4 2 fprime_0 B2 resido1_1
4 dum00g2 £ dumg4ge 2 fprimer A resido2
4 dumoog4 £ dumg4on 2 fprimer_0 A resido2_0
4 dumo1a1 £ dum94pre A frepo A residod
4 dum0 102 B2 dum94q 4 frepor A resido3_0
4 dum0 102 B2 dum94q2 £ frepor_0 A resido4
K4 dum01a4 B2 dum94q3 £A a7yt A resido4_0
4 dumo2q1 B2 dum9sq1 A get B2 rexd

4 dum02q2 £ dum95q2 i1 4 theod

4 dum02q2 £ dum96 &i1.0 M theot

4 dum02q4 £ dum9642 &gt

4 dum03q1 £ dum96q3 it

A dum03q2 &2 dumg6qd SAipt

A dum03q3 &3 dum97q2 A ip1_0

A dumod &3 dumg8q1 Bipi_a

A dum0G &3 dum98q2 & ipcl

A dum06q2on &3 dum98q3 ) lee

A dum06a4 &2 dumgsqa A lee 4 yeu_0

A dumo? &8 dumggq1 Ale A yd

A dum8ogo A dum99q2 A leg 4 yd1

A dumadql 2 dum99q3 Am 4 yd1_1

A dumBdq2 &8 dumggqa A mi 4 ygde1
A dumadq3 &3 dumint M mi_o 3 yade1_0

< +|_Quarterly [ New Page

Path = clucerdlinduordacuments | NR = none | WF = suisws madel
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510 After opening the series, you can check its data to ensure that it is consistent
with the Excel file and choose "View", "Graph" to get a general idea about the time series
is stationary or not.

Graph Options
Option Pages

£

Details

= Graph Type

-Frame & Size

- Axes & Scaling
-Legend

[+~ Graph Elements

(- Quick Fonts
@--Templahes & Objects

Graph type
General:

Graph data: [Raw data = ]

Orientation: [Normal - obs axis on bottom A ]

ders: [None hd ]

Single graph

Dot Plot
Distribution
Quantile - Quantile
Boxplot

Seasonal Graph

Choose basic type and line and
symbol and then click OK

Undo Page Edits

] [ Cancel

511

And you get graph that look like this.

b EViews - [Series: LCEL Warkfiles EVIEWS MODEL: Quarterhy\]
file Edit Object View Proc Quick Options Add-ins Window Help

View|Proc] Object[Properties  [Print | Name | Freeze | Defauit

| [options [sample  Gen [ sheet] stats [ 1dent]

LCE1

1344

13.3

13.24

13.1 4

13.04

12.9 1

12.8 4

12.7

126

80 8 84 8 8 90 92 94 9% 98 00 02 04

Path = c:\users\joduordocuments | DB = none | WF = eviews model
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512 Next go to "View", "Correlogram" to get the tentatively identify patterns and
model components (i.e. the degree of p, d, q of ARIMA). A small promt window will
appear asking you to specify the number of lags and whether you want to use levels or
first difference. We choose 36 lags and levels and get;

EA Eviews =& ] =]
File Edtt Object View Proc Quick Options Add-ins Window Help

58 Series:LCEL Workfle: EVIEWS MODEL:Quartery\ o x

e Teantionclice MsannielcendsheticannlSitslizent]

|Mere| Broc) Obied | Pent | Nome | Ereeze f) Samole

Correlogram of LCE1

Date: 07129112 Time: 11:17
Sample: 198001 200404
Included obsenvations: 100

Autocorrelation  Partial Corelation AC PAC QStat Prob

| [===1| 1 0958 0956 94568 0000
i 2 0918 0003 18230 0.000
3 0882 0031 26419 0.000
4 0846 0022 34028 0.000
5 0812 0010 411.12 0000
6 0781 0020 477.37 0000
7 0753 0015 53953 0000
8 0724 0.015 50764 0.000
9 0696 0.000 65197 0.000
10 0667 -0.026 70247 0.000
11 0639 0.013 74923 0000
12 0609 -0.030 79223 0000
13 0579 -0.018 83156 0.000
14 0550 -0.011 86746 0.000
15 0525 0.028 90050 0.000
16 0500 -0.010 93084 0.000
17 0478 0.022 958589 0000
18 0460 0.037 98521 0.000
19 0437 0.065 10093 0.000
20 0414 0.017 10311 0.000
21 0390 0.022 1050.8 0.000
22 0364 0.041 10681 0.000
23 0339 0.006 10834 0000
24 0315 0.012 10967 0.000
' 25 0288 0.052 1107.9 0.000
' 26 0261 0.023 11173 0.000
' 27 0233 0036 11249 0000
' 28 0205 0.033 11309 0000
' 29 0176 -0.034 11353 0000
' 30 0147 -0.023 11385 0000
' 31 0118 -0.016 11405 0.000
32 0090 -0.027 11417 0000 -

Path = ci\users\joduor\documents | DB =none | WF = eviews model

513 From the above graphs, you can see that there is only one significant spike for
PACFs. The graph of correlogram suggests that ARIMA(1, 0, 0) may be an appropriate model.
Then, double click on the first-difference of "lcel" which we have already generated as
‘dlcel” to see whether the time series becomes stationary at first differencebefore further
finding AR(p) and MA(q). Maybe you can start by looking at the graph of dlcel by and
you get.

DLCCL Workfile: CVIDWS MODL: Quarterhy\] ol =]
roc Quick Options Add-ins Window Help —=x
T Toem ],

[ome]Frcze [Dofot__~[options] heesas[1gent]

DLCE1
.06

.04

.02+

.00 +

-024

-04 |

=08 T e e
80 8 8 8 8 90 92 94 95 98 00 02 04

Path = c\users\joduor\documents | DB = none | WF = eviews model
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514 We can now view the correlogram of the dlcel in the same way as done above.

F
EA Eviews - [Series: DLCEL Workfile: EVIEWS MODEL:Quarterhn] | = |[ @ || &3 |

File Edit Object View Proc Quick Options Add-ins Window Help

e
[View[Proc[Dbject]Propertiesl [Print]Name[Freezel [SampleIGenr[Sheet]Graph[Stats]
Correlogram of DLCE1

Date: 07/29M12 Time: 11:22
Sample: 1980Q1 200404
Included observations: 99

] »

Autocorrelation Partial Correlation AC PAC Q-Stat Prob

]l 1@
njl Il
= B

0.146 0146 21815 0.140
0105 0.086 33221 0.190
0.209 0187 7.8600 0.049
-0.090 -0.159 87215 0.068
-0.134 -0.146 10.626 0.059
-0.019 -0.002 10.663 0.099
-0.111 -0.036 12.013 0.100
0.023 0101 12073 0.148
0.055 0032 12413 0191
10 -0.068 -0.092 12938 0227
11 0004 -0.038 12941 0297
12 -0.009 -0.025 12949 0373
13 -0.115 -0.056 14493 0.340
14 -0.243 -0.244 21429 0.091
] 15 0034 0185 22269 0101
I 16 -0.153 -0.130 25.080 0.068
I 17 0072 0008 25720 0.080
I 18 -0.051 -0.175 26.044 0.099
I 19 -0.067 -0.017 26.609 0.114
I

I

I

000 =~ MM & Wk

=

mE = [

20 -0.075 -0.066 27.314 0127

21 0003 0013 27315 0.161
22 413 n44%  F0RI NA498

Path = c\users\joducridocuments | DB = none = WF = eviews model

-

515 The first-difference series "dlcel" shows no significant patterns in the graph of
correlgram. This supports the that the ARIMA(1,0,0) is suitable for the time series. Then,
we can estimate the ARIMA(1,0,0) model as following steps:
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516

517

Step 1. Choosing "Quick", "Estimate Equation", then specify the mode and type
"lcel c ar(1)"

Equation Estimation | 12 |

Spedfication | Options

Equation specification

Dependent variable followed by list of regressors induding ARMA
and PDL terms, OR an explicit equation like ¥=c{1)+c(2)*x.

lcel car(i) A

Estimation settings

Method: [LS - Least Squares (MLS and ARMA) V]
Sample:  ja3nq1 200494 -
QK ] [ Cancel

Click "OK", the result is:

ews - uation: orKrie slJuar... (=]

A Ewvi [Equation: UNTITLED Workfile: EVIEWS MODEL:Q [ (===
ile it ect ew roc uic tions -ins indow =

[[] File Edit Obj Vi P Quick Opti Add-i Wind Help

-

[View[ProcIDbject] [Print[NameIFreeZe] [EstimateIForecast[StatsIResids]

Dependent Wariable: LCE1

Method: Least Squares

Date: 072912 Time: 11:30

Sample (adjusted). 198002 200404
Included observations: 99 after adjustments
Convergence achieved after 5 iterations

Variable Coefficient Std. Error t-Statistic Prob.
c 6.742344 31.53023 0213837 08311
AR(1) 1.001270 0.006246 157.7871 0.0000
R-squared 0.996119 Mean dependentvar 13.05650
Adjusted R-squared 0.996079 S.D. dependentwvar 0.198426
S E. of regression 0012425 Akaike info criterion -5.918217
Sum squared resid 0.014975 Schwarz criterion -5 865790
Log likelinood 294 9517 Hannan-Quinn criter. -5.897005
F-statistic 2489677 Durbin-Watson stat 1.688592
Prob(F-statistic) 0000000
Inverted AR Roots 1.00

Estimated AR process is nonstationary

Path = c:hwusers\joduoridocuments | DE = none | WF = eviews model
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518 Step 2. choosing " View", "Residual diagnostics", "Correlogram-Q- Statistic" the
result is:

F o]
b EViews - [Equation: UNTITLED Waorkfile: EVIEWS MODEL:Quar.. | = || = |[ 22 |
[=] File Edit Object View Proc Quick Options Add-ins Window Hel

j p p

- X

[UiewIProcIDbjectl [PrintINameIFreezel [EstimatelForecastIStatsIResids]

Correlogram of Residuals

Date: 07/29/12 Time: 11:31
Sample: 198002 200404 L4
Included observations: 99

Q-statistic probabilities adjusted for 1 ARMA termi(s)

Autocorrelation Partial Correlation AC PAC Q-Stat Prob

(] (]
1 [l 1Al
- =
1 0
IO
1
1
1

I
I
I
I
I
1
I
I
I
I

1 0145 0.145 21366
2 0103 0034 32261 0072
3 0207 0187 7.6950 0.021
I 4 -0.092 -0160 85954 0.035
I 5 -0.136 -0.147 10570 0.032
! 6 -0.021 -0.005 10.617 0.060
I 7 -0114 -0.038 12024 0.061
! 8 0021 0099 12073 0.098
I 9 0053 0031 12386 0135
1 I
I I
I I
I

Is

10 -0.071 -0.094 12.947 0.165
11 0.003 -0.039 12948 0.227
12 -0.010 -0.026 12960 0.296
1 13 -0117 -0.057 14.548 0.267 b

| Path = c\users\joduor\documents | DB = none | WF = eviews model

519 [Since there is no significant spikes of ACFs and PACFs, it means that the resid-
uals of this selected ARIMA model are white noise, so that there is no other significant
patterns left in the time series, then we can stop at here and don't need to further consider
another AR(p) and MA(q)].

520 The criterions to judge for the best model are as follows:

o Relatively small of Schwarz and Akaike information criterion

o Relatively small of SEE

o Relatively high adjust R?

e Q- statistics and correlogram show that there is no significant pattern left in the
ACFs and PACEFs of the residuals, it means the residuals of the selected model are
white noise.
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521 You may try other ARIMAs with the cel variable and compare the
statistical results and fill in the table below. WE have already filled the statistics from the
ARIMA (1,0,0) that we estimated above.

ARIMA MODEL | BIC AKAIKE ADJUSTED R2 SEE
(1,0,0) 587 5.92 0.99
(1,0,1)
2,0,0)
0,0,1)
(
(
(

0,0,2)
1,1,0)
0,1,0)

522 To estimate an ARIMA(2, 1, 3) go to Quick, Estimate and type lcel c¢ ar(1)
ar(2) ma(1) ma(2) ma(3).

Equation Estimation ==m|

Spedification | Options

Equation specdification
Dependent variable followed by list of regressors induding ARMA
and FOL terms, OR an explict equation like ¥ =c1) +c{Z)*x.

lcel c ar(1) ar{2) ma(1) ma(Z) ma(3) -

Estimation settings

Method: [LS - Least Squares (MLS and ARMA) V]

Sample:  yaz0g1 200494 -

[ QK ] [ Cancel ]
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5.2.5 Forecasting from an ARIMA Model

523 To forecast from ARIMA( 1,0,0) model, click “Forecast” when you are in the res-
ults window and you will get;

| . |
Forecast (=]
Forecast of
Equation: UNTITLED Series: LCE1
Series names Method
Forecast name: lcelf @ Dynamic forecast

_ ) Static forecast

[ structural {ignore ARMA)
[¥] coef uncertainty in 5.E. calc

5.E. (optional):

Forecast sample Output
2004q1 2012q4 Igl Forecast araph
[¥] Forecast evaluation

[#] Insert actuals for out-of-sample observations

524 When you click "'OK’ you will get;

LA Eviews - [Equation: UNTITLED Workfile: EVIEWS MODEL:Quarteriy\] o ll&@ =
@ File Edit Object View Proc Quick Options Add-ins Window Help _=x
View] Proc] Object] [Print [ Name] Freeze  [Estimate | Forecast stats | Resids

14.0

Forecast: LCE1F
Actual: LCE1

129 Forecast sample: 2004Q1 2012Q4
Included observations: 4
B Root Mean Squared Error ~ 0.026158
Mean Absolute Error 0.023602
13.74 Mean Abs. Percent Error 0.175531

Theil Inequality Coefficient  0.000974
Bias Proportion 0.814099
Variance Proportion 0.185799
Covariance Proportion 0.000103

13.6 4

1354

134 -

133 4
2004 2005 2006 2007 2008 2009 2010 2011 2012

— LCE1F —~— t28.E

Path = chusers\joduor\documents | DB=none | WF = eviews model
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5.2.6 Forecasting from an Estimated Equation
525 We estimate the consumption equation as;
LS LOG(CE1) LOG(YD1) (FPRIMER/100) LOG(REXD/ (PCPIX(-1)/ PCPIUS)) C

Step One: Expand the sample range and enter new data for the new time periods:

526 You can forecast first within the sample and then out of the sample. To be able
to forecast out-of-sample, we need to expand the range of the data beyond the end of the
available data. To do this, go to:

527 Open the work-file, right-click on “RANGE”.

528

F
E EViews - [Workfile: EVIEWS MODEL - (f\jacob\private research workimefm... E@
File Edit Object View Proc Quick Options Add-ins Window Help _mXx
| View| Proc| Object | | Print | Save | Details+/- | [ Show | Fetch | store | Delete | Genr | Sample |
Range: 197001 201204 — 172 obs Filter: *
Sample: 198001 201204 — 132
W) aad0mod kA dice & dum07 kA dumaz
[=] aaeq_ce1 EA dumo &4 dums090 kA dumas
[=] aaeqg_e1 kA dum00g & dums4qg1 kA dumaz
[=] aaeq_im A dum00g2 £ dums4g2 kA dumaz
[=] aaeq_ip1 A dum00g4 4 dumB84g3 kA dum9d
[=] aeq02_ip1 A dum01g1 £ dumB84g4 kA dum9d
=] aeql2_e1 A dum01g2 £ dumB85g3 kA dum9d
=] aeq04_m1 A dum01g3 A dumBsgd kA dum9d
[=] asq_pcpix A dum01g4 & dumB6qg kA dum9d
[=] asq_rexd kA dum02g1 tA dumBBg2 kA dum@d
[Blc A dumi2q2 £ dumBeg3
kA ce EA dum02g3 dumB6g4d
kA ced EA dum02g4d
kA ce1 0 EA dum03qg1
A cet 1 kA dum03g2
kS cel a kA dum03g2
kA celsm kA dum4
A celsmi kA dumOB )
kA celsm2 kA dum0Gg2on £ dum9
kA deuro kA dum0Bg4 £ dum9202 kA dum9s
4 ’1\ Quarterl]rj{ MNew Pagejf |_| 4 [Lm 3

Path = c\users\joducrdocuments | DE = none | WF = eviews model

A new dialog box will appear. Change the ending date from 2004 to 2012 which

is the end of our forecast horizon.
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Workfile Structure =] |
Workfile structure type Date specdfication
[Dated - regular frequency v] Frequency: [Quarterly ']

Start date: 197001
End date: 201204

Change the dates here

[ Ok ] [ Cancel ]

529 To forecast out of sample you will need to know the values of the exogenous variables
beyond 2004q4. We get these values by imposing assumption on how the exogenous vari-
ables will evolve beyond 2004g4. Our sample data reaches 2004q4, so we assume that we
do not have the values of all the variables beyond 2004. We have to dwell on how to make
assumptions in the previous Chapter (Chapter Four) and so we will not repeat the process
here. Let us assume that we now have the values of the exogenous variables up to 2012.

530 We are now ready to estimate our equation and forecast.

Step 2: Estimating the equations:

531 To estimate the equation, go to; QUICK/ESTIMATE EQUATION and a dialog
box appears. Type your commands in the window;

Equation Estimation

g

Spedfication | Options

Equation specdfication

Dependent variable followed by list of regressors induding ARMA
and PDL terms, OR an explict equation like ¥ =c{1) +c(2)™X.

log{ce 1) log{yd 1) (fprimer/100) log{rexd f{pcpix{-1)/pcpius)) c -

Estimation settings

Method: [LS - Least Sguares {(MLS and ARMA) v]

Sample: 198041 200494 -

[ Ok ] [ Cancel ]
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532
in the CD. The estimation results are named as aaeq_cel. The re

sults are given as:

E EViews - [Equation: AAEQ CE1 Workfile: EVIEWS MODEL: Quarterly\]
File Edit Object WView Proc Quick Options Add-ins

Window Help

[View[Proc[Dbject] [PrintINameI Freeze] [Estimate[ForecastlStatsIF{esids]

Dependent VYariable: LOG(CE1)
Method: Least Squares

Date: 07/29M12 Time: 13:15
Sample: 198001 200404
Included observations: 100

Variable Coefflicient Std. Error t-Statistic Prob.

LOG(YD1) 1.056421 0.025817 40.91918 0.0000
FPRIMER/100 0.174481 0.070806 2 AB4227 0.0155
LOG(REXDIPCPIX(-1)}PCPIUS)) 0.002729 0.017682 0.154320 0.8777
C -0.801917 0.283844 -2.825203 0.0057
R-squared 0.975045 Mean dependentvar 13.05265
Adjusted R-squared 0974265 S.D. dependentvar 0201136
S.E. of regression 0.032267 Akaike info criterion -3.990393
Sum squared resid 0.099949 Schwarz criterion -3.886186
Log likelihood 2035196 Hannan-Cluinn criter. -3.948218
F-statistic 1250.201 Durbin-Watson stat 0.800131

Prob(F-statistic) 0.000000

| Path = chusers\joduoridocuments | DB = none |

WF = eviews model

Step 3: Forecasting from the estimated equation:
533

534 From the regression results window click on FORECA

A Eviews - [Equation: AAEQ CE1  Workfile: EVIEWS MODEL:Quarterly’] == =]
File Edit Object View Proc Quick Options Add-ins Window Help
[ViewIProcIObject] [Print]NameIFreeze] [Est\matelF“ecastlstatslﬁesids]

— o X

Dependent Variable: LOG(CE1)
Method: Least Squares

Date: 07/29/12 Time: 13:15
Sample: 1980Q1 200404
Included observations: 100

To forecast from the estimated equation, the following steps are followed;

ST.

Variable Coefficient Std. Error t-Statis’ Prob
LOG(YD1) 1.056421 0.025817 40.91918
FPRIMER/100 0.174481 0.070206 2.464227
LOG(REXDHPCPIX(-1¥PCPIUS)) 0.002729 0.017682 0154320
] -0.801917 0.283844 -2.825203
R-squared 0.975045 Mean dependentvar 13.05265
Adjusted R-squared 0.974265 S.D. dependent var 0.201136
S E. ofregression 0.032267 Akaike info criterion -3.990393
Sum squared resid 0.099949 Schwarz criterion -3.886186
Log likelihood 203.5196 Hannan-Quinn criter. -3.948218
F-statistic 1250301 Durbin-Watson stat 0800131
Prob(F-statistic) 0.000000

Click “Forecast”

| Path = chusers\joduor\documents | DB = none | WF = eviews model

The consumption equation is given in the “E-views Model Work-file” contained
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535 The forecast dialog box then appears.

Forecast ==

Forecast equation
AAEQ_CE1

Series to forecast

@ CE1 ) LOG(CEL)
Series names Method
Forecast name:  celf Static forecast

no dymamics in equation)

5.E. (optional):

Structural T ARMA)

Coef uncertainty in 5.E. 1. Name the forecast - We

call the forecast celf
Forecast sample Cutput

e e | 2. Then click OK

1980q1 201294
Forecast evaluation

Insert actuals for out-of-sample observations

Cancel

536 Give a name to the forecasts and to the standard error of the forecast. We name
the forecasts celf.

537 Click/ Check Forecast Graph and/ or Forecast Evaluation to get forecast evaluation
information.
538 Enter the desired Sample range for the forecast.
539 Check “Insert Actuals for out-of-sample”.
540 Click OK and you will see the Forecast Evaluation results.
[ Eviews - [Equation: u?z m; Quarterty\] o [@][=
(] ;;m Eidll o!'«. View L Op'nans Addeins Wmd‘aw Help m—
1,800,000
Forecast: CE1F
1,600,000 - Actual: CE1
; Forecast sample: 1980Q1 2012Q4
1,400,000 - Included observations: 110
Root Mean Squared Error  14164.17
1,200,000 Mean Absolute Error 9520.500
Mean Abs. Percent Error 2.051645
1,000,000 Theil Inequality Coefficient  0.013630
Bias Proportion 0.019017
800,000 Variance Proportion 0.079214
Covariance Proportion  0.901769
600,000
400,000
200'000 LA AR L) R L L R L L L
80 82 84 8 88 90 92 94 9 98 00 02 04 06 08 10 12
— CE1F —— +2SE.
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the forecasts;

542
the actuals.

The results show that our forecasts are reasonable, given that the covariance pro-
portion accounts around 90.2 percent of the variation. The bias and variance proportions
also reported in the statistics above show how far the variation of the forecast is from the
variation of the actual series respectively. The covariance proportion measures the
remaining unsystematic forecast errors. If the forecast is good, the bias and the variance
proportions should be small and thus most of the bias would be unsystematic. After doing

We can plot the actual cel and the forecasts to see how best the forecast tracks

Type plot cel celf here

(A eviews
File Edit Object View Proc Quick Options Add-ins Window Help

plot ce1 cetsm ce1sm2

smpl 19802012

plot ce ce1f

\wmwe EVIEWS MODEL - (f:\jacob\private research work\mefmi\main draft\final draft\eviews .. - 0 X

[vaew [Phog]object] [Frint] save [ Detaiis=/- | show Fetcn) store| Delete] Genr  sample |
Range: 19 01208 — 17200s Filter: -
Sample: 19800129404 — 1320bs
(M) aa00mod (4 dum93q4 Bl ecm_cel
(= aaeq_ce1 &3 dumos = ecm_e1
(] azeq_e1 4 dumg49g Bl ecm_ip1
(E) aaeq_im & ecm_m1
(E) azeq_ip1 KA fed
[E] a2q02_ip1 (A fledr
() a2q03 et im A fgod
(=] aeqo4_m1 £ dumosg2on 9 fgouir
(E] aeq_pepix A dumoGa4 A fgovir_0
(=) aeq_rexd &4 dum07 4 fmargin
Blc &4 dumgogo K4 fprime
Mce (4 dums4q1 &4 dum9Bq2
&3 ce1 &3 duma4q2 &3 dum96q3
& ce10 4 dumeag3 4 dumesga
A et 4 dums4g4 £ dum97q2
Mcela &4 dumssq3 A dumgsq1 %]
KA celf &4 dumssg4 &4 dum9gq2
KA celsm &4 dum8Ba1 &4 dum92q3 Man
i cetsm1 & dumesg2 5 dumesga
A cetsm2 4 dumseg3 A dumogq1 M1
4 deuro &4 dumsGas 4 dum99q2 1.0
KA dicet & dumg7q1 &4 dumgag3 %]
&4 dumog1 4 dums7q3 4 dum9aga &Aiit
&4 dum00q2 &4 dumd0q1 &4 dumint Mipt
4 dumoog3 £ dumaogs ) qumat Sipt_0
A dumoog4 A dumg1g1 A dumq2 Mipl_a
&4 dum01g1 &4 dum91q3 B4 dumq3 Mipct
&4 dum01q2 &4 dum91g4 &4 duma4 HAlce
&4 dum01q3 &4 dum9202 Me Mlcet
&3 dum01g4. &3 dumg2q1 Bet Blcett
4 dumozq1 4 dume3q1 et o HAle
£ dumo2q2 £ dum93q2 Meia Mlea
<) Quarterly [ NewPage g v

Path = chusers\joduondocuments | DB = none | WF = eviews model

543

The plot os the actual and the forecast is given as;

[N

by
proc] Objec] [Pt Name | reeze |

1,600,000

1,400,000

1,200,000

1,000,000

800,000

600,000

400,000

200,000

T T
80 82 84 8 88 90 92 94 96 98 00 02 04 06 08 10

= CE1 — CE1F
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5.2.7 Other regression-based forecasting approach

544 There are several other regression models that can be used for forecasting and
which could be used in different circumstances which are beyond the scope of this
manual. These include:

e Vector autoregression (VAR)
o Reduced form VAR
o Bayesian VAR
o Recursive VAR
o Structural VAR
e Non-Linear Regression models
o Markov-switching models (these are also univariate)
o Smooth-transition autoregression (STAR) - (are also univariate)
o Time-Varying parameter models
e Dynamic Stochastic General Equilibrium (DSGE) model

545 Readers who are interested in greater details of these other modeling and forecasting
approaches are advised to seek guidance from relevant econometric text books.
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PART II

ECONOMY-WIDE
MODELING



CHAPTER 6

INTRODUCTION TO ECONOMY - WIDE MODELING

This chapter is aimed at practitioners interested in assessing the overall impact of

policies'on the’economic system by developing models of economy wide

interaction.The aimis to:

% "Provide skills required to acquire relevant data, choose suitable. techniques and use .
'appropriate software packages to address substantive policy reform issues, equip
practitioners with the necessary insights.and skills to develop and criticize models
for'economy wide simulations; { '

At the end of this chapter, readers should have knowledge of;

o The three methods foer making simulation studies, i.e. 1nput output
modeling, social accounting matrix modelmg and-computable general
equilibrium modeling.

.+ The software options available for estimating-economy wide models.
GAMS witha view to an intuitive understanding of how algebraic
model formulations can be expressed and presented under GAMS
* (The chapter shows how the I0 and SAM models can be solved using the
widely used Excel software.
* The chapter ends by showing how:to use GAMS to-solve the CGE models
presented. .

6.1 Background
6.1.1 Introduction

546 This part of the manual is aimed at a practitioner who is interested in assessing
the overall impact of policies on the economic system by developing models of economy-
wide interaction. The aim is to provide the skills required to acquire relevant data, choose
the appropriate technique and use the appropriate software package to address substantive
policy reform issues. A related aim is to equip the practitioner with the necessary insights
and skills not only to develop but also to criticize models for economy-wide simulations.

547 The chapter presents three methods for making simulation studies, i.e. input
output modeling, social accounting matrix modeling and computable general equilibrium
modeling. For pedagogic reasons, we start with a look at Input-Output (I0) models in
which quantities produced are determined given technology and demand levels.

548 The theoretical assumptions necessary to move from input-output accounts to
an economy-wide economic model will be covered as will some of the more interesting
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applications of input-output analysis to real world problems. We will also show how the
models can be solved using the widely used Excel software.

549 The extension of input-output accounts to consider income flows from primary
factors to households and government transfers to households allows construction of input-
output/social accounts. The Social Accounting Matrix (SAM) provides the data necessary
for the generation of computable general equilibrium models, but at the same time, given
the necessary theoretical assumptions, lends itself to the construction of another class of
fixed price models - the SAM model. SAM models permit a broader range of policy
variables to be considered than IO models.

550 We then move to a General Equilibrium Model in which prices and quantities are
determined simultaneously, given technology, preferences and endowments. We will introduce
basic general equilibrium models and discuss how to introduce sophisticated features to
these models. SAM accounts provide the basis for the construction of computable general
equilibrium (CGE) models. The relationship between neoclassical economic theory and the
structure of the standard CGE model will be discussed at length. Methods of moving from
SAM accounts to model construction and solution will be reviewed. The CGE model has
proven to be a useful economic framework for analysing many issues involving economic
policy. We will review some of that literature as well as the emerging literature where
CGE models have been used to focus on issues on financial flows and natural resource
management in developing countries.

551 Finally, the options of software for estimating these economy-wide models are
introduced. While the dominant software packages amongst researchers have been General
Algebraic Modeling System (GAMS) and General Equilibrium Package (GEMPACK),
people are increasingly writing their own programs in GAUSS, MATLAB or EXCEL. At
the end of this chapter we will present a quick overview to Excel and GAMS which are
the programming systems (languages) used for numerical implementation and solution of
the economic models discussed in this section. The aim is to provide the user with a quick
and intuitive understanding of how algebraic model formulations can be expressed under
Excel and GAMS. The chapter ends by showing how to use Excel and GAMS to solve the
models presented.

552 While the chapter deals with the empirical economy-wide approaches to policy
modeling, it does not cover all such approaches. The chapter does not focus on linear
optimisation models, game-theoretic models, neo-classical growth models, neo-Keynesian
models and overlapping generations models. Several handbooks on macroeconomics e.g.
Blanchard and Fischer (1989)3 describe each of these model types, many references on economic
modeling can be found in Van den Bergh (1999). An introduction into the mathematical
methods used in most of these model types is given in

* They label neo-Keynesian models “new Keynesian models”; this is just one example of the lack of a
common terminology encountered in the literature.
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Chiang (1984). The rest of this chapter introduces some common elements of economy-
wide modeling and then, each of the model types used is explained in more detail in
separate sections.

6.1.2 Different Varieties of Economy-Wide Models

553 Within each modeling structure, there is room for variation in the specification
of the model.

Basic characteristics that have to be chosen include:

e Theoretical (methodological) versus applied (empirical): does the model describe a
hypothetical economy, allowing maximum focus on the mechanisms of the model
(methodological approach), or does it provide statements about the size of the policy
effects in a real economy (empirical approach). The neo-Keynesian models do not
lend themselves easily for methodological analysis, as these models are based on
extrapolating historical trends.

e Static versus dynamic: the number of periods in a model can be one (static model),
multiple but finite (dynamic model), or infinite (some theoretical neo-classical growth
models and overlapping generations models); another distinction often encountered
in the literature is models describing the past, the present, the near future, or the far
future.

e For dynamic models only: myopic versus forward-looking: agents can base their
behaviour purely on the current allocation of resources (myopic behaviour) or can take a
long term view for their decisions (forward-looking behaviour). The knowledge about
future prices can be perfect (perfect foresight) or incomplete. If all agents are myopic,
the model can be solved in a recursive-dynamic procedure, solving for one period at
a time, while forward-looking models are solved for all periods simultaneously.

e Deterministic versus stochastic: a model may or may not contain uncertainty with
respect to the expectations of agents, the model structure and the data (stochastics).

o Calibrated versus estimated: the parameters of the model may be chosen by the modeler
based on existing literature and expert judgment, or they may be econometrically
estimated, using historical time series data. Most neo-classical models are calibrated,
while most neo-Keynesian models are econometrically estimated.

e Geographical scale: models exist that describe one individual firm or household
(micro-economic models), while others describe the whole world; other commonly
used aggregation levels are sectoral, regional, national and fluvial.

e Different parts of the model can be fully integrated or be specified in separate sub-
models, which can have different characteristics; the feedback between the modules
can be one-way (e.g. the economic module can affect the natural module but not vice
versa) or both ways.



Chapter 6 163

o The specification of technological progress can be absent, exogenous or endogenous.
Next we introduce IO and SAM models*

6.2 Input-Output (IO) Tables
6.2.1 Background

554 IO matrices describe industry-level inputs and outputs. Most producers may re-
quire primary or intermediate inputs. They may produce intermediate or final output or
both. An input-output table describes these inter-industry transactions.

555 Supply and use (SU) tables include transactions taking place in goods and ser-
vices in an economy for a specific year, and are recorded in a matrix form. SU Tables are
sometimes called rectangular IO tables or make and use tables. They are used in the con-
struction of 10 matrices.

556 Supply tables describe the sources available to the economy: local output and
imports. Thus, supply tables present the value of different products at basic prices in each
characteristic production industry and the total supply of products (of import and domest-
ic production) at basic and purchaser prices. The supply table presents data on the total
resources available in the economy in a given year, both from import and from domestic
outputs. The table presents the resources by groups of characteristic products manufac-
tured in each industry. Uses tables present the interrelations among different industries in
the economy (intermediate uses), and among these industries and the final uses. Thus, Use
tables mark the value of production in each industry and the use of each product at basic
prices and purchaser prices. The two tables are used to construct the input output matrix/
table

557 Note some differences between the IO and the National accounts: The National
Accounts measure the net domestic product, meaning, the value added of all the
industries while IO Tables present the detailed connections between resources and uses in
each industry, meaning, the distribution of each industry’s output by uses (consumption,
capital formation and export). These connections are emphasised in the IO Tables. Because
it involves much work to compile an input-output table, only a few governments produce
these regularly.

558 IO tables are constructed based on certain principles, which are important for the
understanding of the different components of the matrix. These are as follows:

i. The tables are constructed on the basis that there is general equilibrium in the
economy. Thus, the figures are based on a fundamental identity —i.e. supply
equals demand. This means that supply or sectoral output X, must equal Y (final
demand) + Z (intermediate demand).

* These examples are an adaptation from IFPRI (2004) and TIPS (2005).
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ii.  All the data is reflected in monetary terms.

iii. It is easiest, although not necessary, to assume that each sector or activity
produces only one output.

iv.  Inputs are required in fixed proportions to output in each sector - this implies
constant returns to scale.

559 IO tables offer a snapshot of the structure of the economy in terms of different
sectors. We can thus, determine which industries (sectors) are important for which
production sectors. We can also see the differences in sectors in terms of their
contribution to the production of inputs, and final goods in the economy. We are able to
learn and compare the differences in the primary factor requirements of the different
sectors. We can tell which sectors are export oriented and which are not. We can tell the
extent of relative dependence on imported inputs. As a result we can make informed
guesses of what the likely impact of changes in the exchange rate would be on different
sectors, for example. In addition IO models can be used for planning purposes and thus
assist policy makers.

560 The rows in the tables detail the sectoral sales by products, and the
columns display the sectoral input purchases by products.

561 An example of an IO table is given in Table 6.1:

Intermediate Demand Final Demand (D)

7|t 2, 3. o 5. 6. 7. 8.

o| Agriculture Industry Services mption Investment | Government Exports | Total Output
From
1. Agriculture o1 012 013 C1 11 G1 E1 X1
2. Industry 021 022 023 C2 12 G2 E2 X2
3. Services 031 032 033 C3 13 G3 E3 X3
4. Imports M1 M2 M3 Mc Mi Mg M
5. Gross value added gvat gva2 gva3 GVA
..5a. Depreciation depr1 depr2 depr3 depr
..5b. Wages w1 w2 w3 w
..5¢. Profit prof1 prof2 prof3 prof
6. Total input X1 X2 X3 c | G E

562 Table 6.1 above depicts three production sectors as follows: Agriculture, In-

dustry and Services. These sectors are producing goods and services and they are selling
their products and services to other sectors (indicated as intermediate demand) and to final
demand categories, such as consumption, investment, government expenditure and exports.
Sectors will also sell some of their products to other firms within the same sector.
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These deliveries are called internal deliveries (sales). All these aspects are shown in row
numbered 1-3 of the table.

563 As seen in the table, each of the sectors appears twice in the table; as a column
and as a row. As a column, a sector plays the role of purchasing goods and services.
The sector then uses the goods and services as inputs in the production process. Hence
the columns contain input data. For example reading downwards under the column
for agriculture, the agricultural sector is found to purchase O11 units from itself, O21
from industry and O31 from services. It also uses M1 of imports.

564 As a row, a sector plays the role of producing and selling the goods and services
to itself and the other sectors in the economy. The row therefore contains the sales or output
data. By reading along the row, we are able to determine the sectoral contribution to
output. Row numbered 4 of the table indicates that some inputs are imported from
abroad. These imports may include intermediate demand or final demand categories,
such as consumption, investment or government expenditure. In row numbered 5 gross
value added is shown as the difference between total output (Xi) and the inputs of a
sector.

565 Note that total input in agriculture (X1) equals to the total output in the
same sector (X1). Gross value added is subdivided into depreciation (to compensate
for the wear and tear of capital), the remuneration of labor (wages) and the remu-
neration of capital (profits). Depreciation, wages and profits are called ‘primary inputs’.

6.22  Input-Output Modeling

566 IO models are commonly used to do impact analysis. This type of ana-
lysis measures the change in output and employment of projected demand changes.
These demand changes could be known for particular industries or could be planned
as new production activities.

567 IO analysis gives us two important pieces of information that can help assist
policy makers.

o They attempt to quantify the extent of the multiplier, at the industry level, due
to a policy change and;
e They give some insight into the industry-wide effects of policies.

568 We can formally write the contents of Table 8.1 as follows:
X1=011+012+0p3+Ci1+ 1 + Gy + Eg (6.1)
X2=021+02+03+C+L+G+E (6.2)

X3=031+03+0x3+C+ 13+ Gs + Es (6.3)
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where the X’s are production levels, Oj are intermediate requirements from industry i per
unit of output of industry j, and where the C’s, I's, G's and E’s are the levels of final
demand from the demand categories (consumers, investment, government and exports).

569 A simple input output model can be developed on the basis of the input output
table, given the following assumptions:

i.  The intermediary inputs to a sector are a fixed share of total output of that
sector, e.g. O11= a11.X1 and O12 = a12.Xz, which gives ain= O11/X1 and a1 =
O12/ Xa.

ii. Imports to a sector are a fixed share of the output of the sector, e.g.

iii. Mi= as1.X1 0r Mo= az. Xo

iv. The primary inputs are a fixed share of total output of a sector.

v. The final demand categories per sector are a fixed share of the total of each
final demand category (except for exports).

vi. Exports per sector are given from outside the model (exogenous): Ei, E> and Es.

570 Given these assumptions the input output model can be formulated as follows:

Xi=an X1 +apXotazs Xs+auCt+asl+aieG+Er (6.4)
Xo=an XitanXotaxnXztauC+axsl+axG+E;

Xs=az; X1 tanXotaXztauuC+axs+asG+Es

M=asu X1 +asp X2+ a X3

depr = as1 X1 + as2 X2 + as3 X3

w =aeg X1 +aex X2+ ae X3

prof=az X1 +an Xz + a7 X3

The coefficients g, above are called the input-output coefficients or technical coefficients.

571 Assume you had the IO table as given in table 8.1 but which has values and
after diving through (i.e. On= an X3, which gives an= Ou/Xi, etc), you get the
following information;

X1 =0.025 X7 +0.03 X2+ 0.08 X5+ 01 C+0.001+021G+Ey (6.5)
X2 =0.050 X1 +0.06 X2 +0.10 X3+ 0.3 C+ 0.66 I+ 0.16 G + E2
X3 =0.100 X1 +0.06 X2 +0.02 X5+ 0.2C + 0.001+ 0.10 G + E3

m =0.150 X1 + 012 X>+0.04 X3+ 04 C+ 0331+ 0.53 G
depr =0.025X; +0.02 X2+ 0.02 X3
w =0.500 X1 + 0.60 X2 + 0.60.X5

prof =0.150 X3 +0.11 X2 + 0.14 X3

This model consists of 7 equations and 7 unknown variables, i.e. X1, Xo, X3, M, depr, w
and p. In this simple model it is assumed that C, I, G, Ei, E» and Es are given. The model
makes it possible to solve for the unknown variables X1, X2, X3, M, depr, w, and prof.
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572 We can use the model to answer questions such as:
e  What will be the required level of total production of each industry (direct and
indirect) to satisfy that final demand vector?
e What will happen if the exports of any of the sectors e.g. manufacturing are
increased by 10%?

573 We can now solve the equation system and analyse what will be the new levels
of X1, X2, X3, M, w and profits. The model can be solved by means of substitution, or
by using the computer in excel. In order to make our model easier to solve, we must
develop it further by expressing it in matrix algebra.

574 Input-Output Model Expressed in Vector Notation

The input output model can also be expressed in vector notation, where X is a vector
Xl
X=X, (6.7)
X3

A is a matrix of technical coefficients

a=|dy; dy dy
dz; Ay dsy
D is vector of final demand per sector:
Dl
D=|D,
D3
with D1 = Ci1+ [1+G1+E1, D2 = Cot+ L+Gy+E> and D3 = Ca+ [3+G3+E3

575 From the equations above, we can see that;
X=AX+D (6.8)
=D=(1-4)X

where 7 is an identity matrix.
=>X=(-4)"D (6.9)

(I-A4)" is called the Leontief inverse. Thus
AX =(I-A4)"'AD (6.10)
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576 Equation (6.9) above is the basic material balance equation of the IO model. It
says that total output of sector i (Xi) is distributed between intermediates (a;X;j) and
final demand (D). (I-A) gives the direct and indirect output requirement per unit of
final demand.

577 The fact that the Leontief inverse is non-negative means that it is feasible to get
a mathematical solution for any D. This may not be feasible economically. But we could
use the estimate as a consistency check.

6.2.3 Solving IO Models

578 Equation (6.9) is the solution of the static IO model. Given exogenously spe-
cified final demand, the equation can be used to determine production requirements
necessary to satisfy the demand. Given final demand targets, the Leontief inverse (I-
A)1 allows calculation of the implied targets for sectoral production, which can then be
evaluated for 'reasonableness', perhaps by comparing with projected sectoral capacities.

579 One can use the inverse to calculate 'multipliers' that give the impact on
endogenous variables of shifts in exogenous elements of final demand. Therefore, giv-
en D1, D2, D3 demands, we can replicate individual industries” output (based on the a;
’s). Also, if we consider a change in demand, we can now calculate how industrial
outputs change proportionately.

(a) Model Validation

580 We can determine the impact that changes in final demand, AD; have on industry
output, X;. Suppose a planner wishes to produce 10 units of manufacturing goods and 15
units of agricultural goods for final consumption from the table below, how much
gross output needs to be produced?

Table 6.2. Hypothetical Manufacturing- Agriculture Example
Manufacturing Agriculture
Manufacturing 150 500
Agriculture 200 100
Labour 200 300
Capital 350 100
Total 900 1000
581 A key question is what are the direct input requirements to produce 1 unit

of output? For instance, how much of inputs does manufacturing require to produce a
unit of its output? This is given by the technical coefficient matrices. Using the table
above, the direct input requirements are as in Table 6.3:
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Table 6.3. Direct Coefficients Matrix of Manufacturing- Agriculture Example
Manuf Per unit Agric Per unit

Manufacturing 150 150/900=0.17 | 500 500/1000=0.5

Agriculture 200 200/900=0.22 | 100 100/1000=0.1

Labour Income 200 200/900=0.22 | 300 300/1000=0.3

Capital Income 350 350/900=0.39 | 100 100/1000=0.1

Total 900 R1 1000 R1

582 Each coefficient can be interpreted as the proportion of industry j’s produc-

tion input supplied by industry i. Thus, the value of a,, implies that manufacturing requires
0.17 units of manufactured inputs to produce a unit worth of its output.

583 To compute this in Excel, we need to create a 2x2 identity matrix, which we use
to calculate (I-A), which we then invert. For our example, the Leontief inverse is:

1.41 0.78
0.35 1.30
6.2.4 Impact Analysis

584 Suppose we wish to produce 10 units of manufactured goods and 15 units of
agricultural goods for final consumption. How much gross output needs to be produced?
The answer is:

AX =(I-A4)"'AD

. | 141 0.78 10| |[25.8
that is =
0.35 13015 23
585 To realise the additional consumption requirement of the economy, we need to
produce additional 25.8 units of manufactured goods and 23 units of agricultural goods.

6.2.5 Multiplier Analysis
a) Output Multipliers

586 The basic question to be asked is what is the impact of a 1 unit increase in the
final demand of agriculture? The output multipliers are directly derivable from the Leon-
tief inverse matrix. They are calculated by summing down columns of the inverse. The
simple (Type 1) output multiplier is (direct output + indirect output)/direct output. The
total output multiplier is (direct output + indirect output + induced output)/ direct



170 Macroeconomic Modeling and Forecasting Manual

output. Denote the simple output multiplier for sector j as O, and the ijth element of the

Leontief inverse asa, . Then formally, the output multiplier for sector j is:

0, = zl a, 6.10)
587 Denoting the total output multiplier for sector j with a bar, then
i=1
588 Using the Manufacturing-Agriculture example, the answer is given by:
AX =(I-A)"AD (6.12)
. |1.41 0.78{0] [0.78
that is =
035 1301 1.3
589 Agriculture output multiplier = 0.78+1.3=2.08. This is also equal to the sum of

the second column of (I-A)1 illustrating that you can read off output multipliers from
the Leontief inverse. They are calculated by summing down columns of the inverse.

b) Income Multipliers

590 At each stage of the cycle, income is generated, i.e., change in final demand leads
to change in X, which leads to change in L. Total L Income = Labour income coefficient*
change in X

AL=L,(I-A4)"'AD (6.13)
591 Income multiplier of manufacturing is given by:
1.41 0.78 |10
[0.22 03] =0.42
035 130

592 This is the income multiplier for manufacturing. It is called a Type I multiplier.
To get a type Il multiplier, simply scale by factor coefficient, i.e., Type II=Type I/Ly

c) More Multiplier Analysis

593 There are many varieties of multipliers, all appropriate in some circumstances.
It is important to choose the correct multiplier for the multiplicand under analysis. Some
commonly used multipliers are described below.
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Initial effect: The exogenous change in final demand.

Total effect: The total consequences of the change in final demand (may be direct +
indirect, or direct + indirect + induced).

Direct effect: The direct effect is the first round of response to the initial effect. It may be
the same as the initial effect, if the initial change in final demand is entirely absorbed
domestically. Otherwise the direct effect will be smaller than the initial effect. The direct
effect may be in different units than initial effects. The direct effect may be in income or
employment while the initial effect was expressed in output, for example. Indirect effect:
The impact on the economy as the demand for intermediate inputs changes.

Induced effect: The change in the economy due to the re-spending of income earned as a
result of the initial and subsequent changes.

Simple effect: The sum of direct and indirect effects.

Simple multiplier: The sum of direct plus indirect effects divided by direct effects also
known as the Type I multiplier.

Total multiplier: The sum of direct plus indirect plus induced effects divided by direct effects.
Also known as the Type II multiplier.

6.2.6 Strengths and Weaknesses of 10 Models

594 Input-output analysis is particularly strong in describing the interactions between the
various branches of industry in an economy. Changes in one sector will affect all the other
sectors and changes in prices of a certain category of inputs will affect all other prices in
the economy. Input output tables are also very useful to describe the quantitative relations
in an economy even with no explicit modeling. If these tables are made every year, it can
be observed how economic activity and emissions of pollutants are developing over time.

595 Input output analysis has some serious drawbacks. The assumption of fixed
technical coefficients and the assumed Leontief production structure (which does not allow
for substitution of production factors) are not realistic. If the year of analysis is close to the
year in which the data is available, before much growth in labour capital, etc. occurs, then
the results will be good approximations. However, it is possible to develop input-output
models with endogenously changing technical coefficients, in order to reduce the rigidity
of the models.

596 Input-output models are strongly demand driven. If additional demand for
exports occurs, the model will calculate higher levels of production, regardless of the
supply side of the economy. To include the supply side in a realistic way the input output
analysis needs further extensions, by including the labour market, the capital market and
the process of capital accumulation by means of saving. The basic structure of input
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output analysis allows for these extensions, but the models become very large and difficult
to empirically validate.

6.3 Introduction to Social Accounting Matrix

6.3.1 What is a SAM?

597 Social Accounting Matrices (SAMs) document national income and product accounts
in a way that highlights the interdependence among the various 'sectors' (producers,
markets, households, and institutions) in economic systems (Stone, 1986). The SAM is a
database/model in table format based on data from the National Accounts and statistics
about Households and other institutions, showing:

i.  Production structure of each industry;
ii.  Supply of products from imports and domestic production;
iii.  Generation of income for each industry;
iv.  Redistribution of incomes among households, from government to households,
etc; and
v.  Detailed expenditure patterns of households and other institutions.

598 SAMs have been prepared for many countries around the world. They are used
for multiplier analyses (e.g., Defourney and Thorbecke, 1984) or as a basis for computable
general equilibrium models.

599 In brief, social accounting matrix construction is quite similar to double-entry
bookkeeping. The difference is that left and right columns representing receipts and
expenditure in double-entry accounts are displayed as rows and columns in the square
SAM matrix. An element of the matrix represents the transaction between two accounts,
by convention, to i from j. The sum across row entries is total incomings or receipts, and
the sum of column entries is total outgoings or expenditures. Thus, the SAM is a single-
entry accounting representation of the flow of goods and services and payment between
sectors, classes of economic actor and other accounts. The SAM is a representation of the
basic old adage in economics that: “There is only one fundamental law of economics: for
every income there must be a corresponding expenditure. No economic theory can be
considered complete unless all incomes and outlays are accounted for.”

600 The SAM contains information on the flow of goods and payments between
institutions in the economy. It distinguishes between current (flow) transactions and
capital account transactions, where the latter alter the stocks of assets and liabilities of

agents. Most SAMs are “flow SAMs” which record the flow of capital account transactions
(e.g. the flow of savings and investment) but do not track the balance sheet consequences

of these net changes to stocks of real and financial assets.
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601 In Table 6.4 below we present a simple hypothetical SAM for an economy. The
table should be read following the principle that columns pay rows and where each

column adds up to the same number as the corresponding row.

PAYMENTS BY
ACT CcOoM FAC FIRM Gov HH CAP ROW TOT
Gross Output
ﬁ ACT (Make Table) Total Sales
8 Interm
'U .
7 COM | Demand HH Cons. Gov Inves- Exports Aggr.
g (Use Table) Cons. tment Dem
=<
Factor
FAC |Value Added Service | Factor Inc.
Exports
FIRM Gross Transf Fim|
profits ransfers irm Inc.
Distrib. Foreign
HH Wages profits Transfers Remitt. HH Inc.
' . ' direct
GOV Indirect tax Tariffs | factor taxes | firm taxes taxes Govt Inc.
CAP Retain HH Govt Foreign Total
Earning saving saving savings Saving
factor
: transfer Transfer Transfer Forex
ROW Imports Isrﬁ‘r)\grﬁ abroad abroad abroad payment
Fact . F
TOT Total Costs |Agar. Supply E)?;e?wr. Firm Exp. HH Exp. Gov Exp. INV regre?;))(t

602 Table 6.4 above shows 8 accounts typically found in a SAM. The first 4 accounts
describe the supply side (Activities, Commodities and Factors) while the remaining 5
accounts describe institutions (firms, households, government, capital account and rest of

the world).

Activities (ACT) account is responsible for production in the economy. It buys interme-
diate inputs and hires factor services to produce commodities, generating value added. It
pays indirect taxes to the government. It delivers gross output to the commodities account.
Goods sold by activities are valued at producer prices in the SAM.
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Commodities (COM) combine domestic output with imports so that we have aggregate
supply (taking into account tariffs). Total supply is used to satisfy intermediate demand,
household demand, government demand, investment and exports. Commodities are
valued at purchaser prices in the SAM.

Factors (FAC) are a set of accounts for the expenditure and receipts of the factors of
production: labour, land and capital.

Firms (FIRM) are owned by households, or government, or the rest of the world. They
consume factors and intermediate inputs to produce goods and services for the market.
They may save, pay taxes and pay dividends

Households (HH) are usually distinguished by type (e.g., rich or poor, rural or urban,
ethnicity, skill, etc). Households supply factors of production (capital, land and labour) to
firms; consume goods and services in the market; pay taxes to and receive subsidies from
government; consume public goods; make net current transfers to the rest of the world;
save and invest.

Government (GOV) represents the activities of government. It levies taxes on households,
firms, and commodities. It undertakes current consumption; makes transfers to
households, firms, and the rest of the world. Finally, the government saves and invests (in
sector specific capital and public infrastructure).

Capital Account (CAP) summarises savings and investment in the economy. The account
receives payments in the form of domestic and foreign savings and these are used to
finance investment and any transfers abroad.

The rest of the world (ROW) supplies goods to domestic markets (imports) and
consumes domestic output (exports); makes net transfers (remittances, grants, net interest
payments); provides saving (official concessional lending or private savings).

603 The SAM is organised as a square table, so that it can be used for mathematical
calculations. Briefly, the rows and columns can be interpreted as follows:

Row sums = income, sales

Column sums = purchases, payments

604 At a given point in time, three fundamental economic balances are satisfied
simultaneously (you need to always verify that this is, indeed, the case using the numbers
in the SAM):

i. Commodity Balance - For each commodity and factor: supply = demand;
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ii. Flow of Funds Balance - For each institution: total income = total
expenditure (current and capital). This is also known as the Accounting
Identity; and

iii. ~ Macroeconomic Balance - Balance of Payments: Saving = Investment.

605 It should be noted that there is a close relationship between macroeconomics and
the SAM. For instance, there is a close relationship between a SAM table and Gross
Domestic Product (GDP). GDP is defined as the value of the final goods and services
produced in a given year. In order to extract information on GDP from a SAM table, we
need to eliminate intermediate production (goods that are used to produce other goods).
There are 2 approaches to measuring GDP: product approach and earnings approach.
Product approach includes summation of private consumption, investment, government
spending, and net exports. This approach is represented by a usual formula for GDP:

GDP=C+I+G+EX-IM

606 Earnings approach is based on counting earnings or costs, such as wages,
indirect taxes, depreciation, profits, and other income. All the major macroeconomic
identities are embedded within the SAM. To illustrate, refer to the SAM in Table 6.5. This
is an aggregated SAM with only 1 activity, 1 household and 1 factor of production. The
following identities suggest themselves (recalling that row sum must equal column sum):

Table 6.5. One Sector SAM
PAYMENTS BY
ACT COM| HH GOV CAP| ROW
- ACT D E D+E
(ﬂg COM C G I C+G+]
o3 HH Y Y
5 GOV Tx Ty Tx+Ty
= CAP Sh Sg Sf Sh+Sg+Sf
=< ROW M M
Y+Tx| D+M]| C+Ty+Sh GiSe | 1 E+Sf
i Commodity Balance - for each commodity, supply is equal demand, that is:
D+M = C+I+G
ii. Household balance: Household income must equal expenditure, that is
Y = C+Ty+Sh
iii. Government Budget: Revenue equals expenditure, Tx+Ty=G+Sg
iv. Savings Investment Balance: I = Sh+Sg+Sf

v. Balance of Payments (Trade balance): E+S{=M
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607 Finally, to illustrate the SAM, Table 6.6 below shows a SAM for a
hypothetical economy with numbers. The economy is assumed to be closed and with no
government and firms. For simplicity, the activities and commodities accounts are
lumped together as Activities. There are 2 Activities accounts: transport and non-
transport. There are 2 factor accounts: labour and capital. There are 2 household types:
rich and poor. Finally there is 1 capital account.

PAYMENTS BY
ACTIVITIES FACTORS HOUSEHOLDS TOTAL
CAP
- = Transport |Non Transport| Labour Capital Poor | Rich Accum.
O
5 = Transport 20 5 5 30
T
» 'INghsport 15 25 10 50
[vs) y
< Py Labour 20 25 45
_|
Capital 10 25 35
- Poor 30 10 40
T
™ Rich 15 25 40
CAP 5 10 15
TOTAL 30 50 45 35 40 40 15

6.3.2 SAM as a Modeling Devise

608 The SAM can also be used as a basis for modeling. Each cell in a SAM, which is
a transaction, can be thought of as the outcome of an underlying optimisation problem
of the relevant institution(s). We can represent the flow in the cell as

Z Zf(p,q;V,H)
where p and q are, respectively, vectors of relative prices (for goods and factors) and
quantities. The vector V is a vector of exogenous factors and € is a vector of parameters
defining the relevant functional form.

609 A major contribution of SAM analysis compared to the IO model is that it allows
changes in income to feed back into additional demand in the model. This was not possible
in the IO model where income changes could be computed but remained exogenous to
the model. Now, we distinguish consumer demand from final demand. Shocks to final
demand lead to changes in sectoral production. To satisfy the change in production, firms
adjust their demands for factors of production, which in turn influence household income.
The change in household income further influences production in its own right, which in
turn adjusts its demand for factors of production, influencing household income, giving a
new round of demand changes.
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610 Thus, the income effect is now endogenised in the model. To do this, follow
exactly same procedure as in IO model, but include HH in the matrix “A’. This involves
extending the IO table by adding a household income row and expenditure column. For
instance, the SAM could be represented as:

Table 6.7: Hypothetical SAM with numbers, Example 2
PAYMENTS BY
ACTIVITIES Consumer Demand | Other Demand | TOTAL
Transport | Non Transport FD
% Transport 100 200 400 300 1000
0N
E Non Transport 500 150 200 50 900
@ | HH Income 300 300 600
=
< | OtherPayments| 100 250 350
TOTAL 1000 900 600 350

611 We used the SAM to endogenise this effect.

1) X1 =anXy+anXe+hisYm+ Dy
2 X2 =axnXs+axXs+hysYm + D2
3) Ymn =hsiX1+ haXo +Ds

612 In matrix terms, we can write:
X=A4AX+D

where x is the vector of levels of production and household income, d is the vector of
other final demands (excluding household demand) and A is the augmented input-
output coefficients matrix (also has household expenditure coefficients).

613 The SAM model can also be expressed in vector notation, where x is a vector as;
xl
X=|x,
X3

a=|a, day hy

h}l h32 0
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D is vector of final demand per sector:
D 1
D=|D,
D 3

with D1 = [1+G1+E;, ete. The equations for X1, X2, and Y can then be expressed as

X=4X+D

614 This equation system can be solved, using matrix algebra simply as
X=(1-4)"'D

615 We can solve this using the Neumann iteration method. Because of the properties

of 4, we can write

(I-A)'2l+A+ A+ 4 +..+ 4"
X:(I+A+A2 +4° +...+A")D:D+AD+A2D+A3D+....+A”D

This illustrates the material balance issue. Starting with the vector of final demands, we
can work out the successive rounds of gross outputs necessary to achieve it. As we
include further rounds, this converges on 'equilibrium’. The fact that the Leontief inverse
is non-negative means that it is feasible to get a mathematical solution for any D. This
may not be feasible economically. But we could use the estimate as a consistency check.

616 Using our example above, the Augmented Leontief Inverse (L) is given as

3.02 1.86 2.64
L=]251 293 2.65
1.74 153 2.67

6.3.3 SAM Multiplier Analysis

617 An economy is characterised by a circular flow of income and expenditure.
Thus, a change in the demand for the product of one industry will not only affect that
industry. All other activities will be affected indirectly through intermediate demand,
factor demand, household demand, and government demand changes. Since some of an
economy's activities are exogenously determined, less than 100% of a shock remains local.
For example, if 40% of activity is exogenous, each successive round of indirect effects is
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only 60% of the previous round. Thus, the effects eventually die out. A multiplier is the
cumulative sum of the endogenous effects. It is inversely related to the exogenous
portion of local activity. As before, let X denote a vector of activity levels (in value terms)
in an economy. A matrix A denotes the amount of each activity used by each other , at
rates which are assumed to be independent of the levels of activity in X (constant returns
to scale). A vector D denotes a column of exogenous uses of each activity. Total activity
X satisfies endogenous (AX) and exogenous (D) uses:
X=4X+D

Assuming A is parametric; any change in D must be accommodated by a corresponding
change in D.

618 Compared to input-output analysis, the assumption that A is parametric is the 'fixed
coefficients' assumption. Also, the assumption that total activity (X) can passively
accommodate a change in D relies on the assumption that factor supplies are perfectly
elastic. Both of these assumptions are based on the long-run assumption that all prices (and
wages) ultimately remain the same. Otherwise, a change in relative prices could mean that
coefficients change. Or, an increase in local factor demand may simply drive up local factor
prices rather than expand local output.

619  Solving for X, the relationship between D and activity vector X is easily shown to
be:

X=(-4)"'D

where the term (I-A)? is known as the multiplier matrix. The multiplier matrix shows the
cumulative effect on all activities of a given change in exogenous accounts (under the
assumptions noted). In particular, the elements of a particular column of the multiplier
matrix show the dollar effects of a dollar change in the exogenous part, on each activity.

620  The next step in SAM multiplier analysis is to calculate the multiplier matrix. To
find the endogenous portions of total activity, the (A) coefficients, divide the cell entries
in each column by the corresponding column sums. The [A] matrix, as explained above,
is parametric. This implies that we assume that each account will continue to allocate
constant proportions of their totals across activities regardless of exogenous shocks. With
respect to government accounts, this is equivalent to assuming that the underlying
preferences over public expenditure alternatives are represented by Cobb-Douglas (fixed
share) functions (Adelman and Robinson, 1986).
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621 The last step in constructing the multiplier matrix is to subtract the coefficient
matrix from the identity matrix, (I-A). Finally, the infinite sum of effects of changes in D
on X is given by the inverse of that net matrix, which gives us the multiplier matrix:

M = (I-A)?
6.3.4 Interpretation of SAM Multipliers

622 As explained above, the elements in a specific column account of the multiplier
matrix show the effects on the row sectors and institutions of a R1 (or $1, or whatever
relevant currency) change in exogenous activity (extra-regional demand or federal
government expenditure) in the column account. Thus, the column coefficients show the
backward linkages of a sector (purchases from sectors upstream). A specific account row
shows how that account is affected by R1 changes in the column accounts, or, the forward
linkages of the sector (sales to sectors downstream). This is known as linkage analysis.

6.3.5 SAM Closure Rules

623 For multiplier analysis using a SAM, a key task is to distinguish endogenous from
exogenous accounts. Once this choice is made, the basic SAM can be partitioned: the
columns specified as exogenous (D) (and the corresponding rows) are excluded from the
SAM, leaving only the endogenous (X) accounts. This critical choice is called the macro
closure, and it should relate to the objective question (Adelman and Robinson, 1986;
Thorbecke, 1994). The resulting multiplier matrix is very sensitive to the closure choice.
As noted above, multipliers are inversely related to the portion of activity, which is
exogenous.

6.3.6 Numerical Example of a SAM Model

624 Recall the example used to illustrate IO modeling given in Table 6.7. The basic
question to be asked is what is the impact of a one unit increase in final demand of
Transport? The output multipliers are directly derivable from the augmented Leontief
inverse matrix. They are calculated by summing down columns of the inverse. They can
also be computed by multiplying the augmented Leontief inverse by a new demand
vector showing an increase in transport demand of one unit.

625 The Output and Income Multipliers for Transport are computed as follows:

AX =(I-A4)"'AD
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AX,] [3.02 186 26471
AX, [=|251 293 2.65(0
AY, | 174 153 2670

626 Solving this gives us:

3.02
=|2.51
1.74

627 Hence, the Transport Output Multiplier is 5.53 (=3.02+2.51). The Transport Income
Multiplier is 1.74. The Output and Income Multipliers for Non - Transport are computed
as follows:

AX =(1-4)"'AD*

AX,| [3.02 1.86 2.64]0
AX, |=|251 293 265|1
AY, | 174 153 267]0

628 Solving this gives us:

1.86
=(2093
1.53

629 Hence, the Non - Transport Output Multiplier is 4.79 (=1.86+2.93). The Non-
Transport Income Multiplier is 1.53. The Output and Income Multipliers for Households
are computed as follows:

AX =(1-4)"AD*

AX,] [3.02 186 2.64]0
AX, |=]2.51 293 265(0
AY, | 174 153 2671
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630 Solving this gives us:

2.64
=|2.65
2.67

631 Hence, the Household Output Multiplier is 529 (=2.64+2.65). The Household
Income Multiplier is 2.67. We can use these results to rank/prioritize policy. For instance,
if we had only R1 to spend, the following prioritisation suggests itself:

632 In terms of impact on income:

1. Households
2. Transport
3. Non - Transport

633 In terms of impact on output:

1. Transport
2. Households
3. Non - Transport

6.3.7  Comparison of IO and SAM Modeling

634 The main difference between IO and the SAM is that the household income
account is endogenised when using the SAM modeling technique. This enables the model
to capture second order effects emanating from demand. Hence, the IO is likely to
underestimate the full extent of the impact. Table 6.8 below illustrates this for our
hypothetical example:

Table 6.8: Comparison of I0 and SAM Multipliers
Model Type
10 Model | SAM Model
Output Multiplier| Transport| 2.08 5.53
Non
Transport [ 1.76 4.79
Income Multiplier| Transport| 0.65 1.74
Non
Transport 0.57 1.53
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6.3.8 Advantages of SAM

635 The SAM accounting framework offers many advantages for the analyst. One is
that transactions are recorded only once. What is incoming to account iis outgoing from
account j .

636 A second advantage is that all accounts can be reconciled simultaneously. The
balance between income and expenditure in an account is the account's row sum minus
its column sum. A SAM is "balanced" when all row-column sums equal zero
simultaneously.

637 A third advantage is that by imposing SAM balance on the available data, we can
solve for missing data about interactions between accounts. Even though agencies keep
accounts in different ways according to their differing needs, using a SAM we can
reconcile the potentially different reports.

638 The fourth advantage is that direct and indirect interactions are easily
distinguished in SAMs. Direct interaction between i and j is shown by SAM element a;;
(or aji). An indirect interaction is shown by using an intermediary account, e.g., k, and
two entries aix and ay. By the same token, an interregional flow can be directly
articulated or indirectly articulated.

639 A fifth advantage of the SAM format is that it efficiently displays all interactions in
a consistent manner, which greatly facilitates comparison across accounts or sets of
accounts.

6.3.9 Disadvantages of SAM

640 Some of the disadvantages of SAM include:

e There are several major consumption patterns of the household.

e Westill assume fixed coefficients.

e There is no supply constraint. This could be achieved in a similar way to the
constrained input-output model - endogenise prices and exogenise outputs.
Although prices would adjust, we would still not see the supply responses we
might expect. Nor would we see household consumption patterns adjusting.

641 To include the supply side in a realistic way, SAM analysis needs further
elaboration, by including the labour market, the capital market and the process of capital
accumulation by means of saving. This leads to CGE models.
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6.4 Computable General Equilibrium Models
6.4.1 What are CGE Models?

642 A Computable General Equilibrium (CGE) is a system of linear and nonlinear
equations that are solved on the computer to simulate equilibrium of multi-markets.
Computable reflects that the model is a computer representation of an economy while general
equilibrium means that the model encompasses both the production and consumption side
simultaneously.

643 The main form of analysis based on CGE models is that of comparative statics. In
comparative statics, one starts from a base solution or scenario (also known as a counterfactual),
then one of the exogenous variables or parameters is altered and the model calculates the
new values for the endogenous variables. The comparison of the two sets of values of the
endogenous variables suggests the estimated economic impact of the change in policy
(intervention). The path taken by variables of interest to move from one equilibrium point
to another is not of importance here, only the comparison of the two equilibria.

644 Dynamic analysis, on the other hand, is concerned with looking at the path from
one equilibrium to another.

645 CGE models simulate a working economy by incorporating various institutional
and structural characteristics that simple analysis fails to capture. CGE models are widely
used by economists to analyse the magnitude and distributional effects of external shocks
and policies, such as oil price shocks, and consequently to help formulating policies.

646 They are primarily based on neoclassical theory of general equilibrium, first
formulated by Leon Walras in 1877 and later formalised by Arrow and Debreu (1954) and
McKenzie (1954, 1959, 1981). Improvement in data collection and advances in computer
technology and software has enhanced advanced methodology of applied policy work.

647 The principal advantage of using CGE models in policy analysis is that it permits
taking into account interactions throughout the economy. If something is changed in only
one part of the economy, such as the oil sector, due to oil prices and government policy
response, then there will be effects on the other parts of the economy, and these are
automatically taken into account when one computes direct and indirect effects using a
general equilibrium model. Hence, this approach has both a sound theoretical structure as
well as an exhaustive accounting strategy.
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648 CGE models require a benchmark data presented in the form of a SAM. The latter
is a set of accounts written in a condensed matrix form with an important property that
the sum of the row elements is equal to the sum of the corresponding column elements.
The SAM is therefore consistent in the sense that it describes a general equilibrium of the
economy in question from which counterfactual analysis can be carried out.

649 The calibration of CGE models consists of finding parameters which permit the
reproduction of the benchmark situation given by the SAM. The SAM should be as recent
as possible although in situations where it is hard to find, it can be acceptable to work with
SAMs even as old as five to ten years. Of course, the use to which the CGE model is put
also dictates how recent a SAM should be. SAMs are ideally produced by statistics offices
of countries, but it is common to find many other organisations producing SAMs. Such
SAMs, not produced by the statistics office, have to be clearly documented and must use
official statistics. Ideally, SAMs should be produced every two to three years, but because
of their huge data requirements, this may not be possible in government statistics offices.

650 The CGE model is designed to mimic the working of a specific economy by
incorporating various institutional and structural characteristics such as rigidities and
constraints in different markets that simple theoretical analysis fails to capture. The model
is later used to develop several counterfactual - “what if’- scenarios and provides
interesting insights on the likely impact of macroeconomic shocks and policies
on economic performance and income distribution. Generally, it is for this reason that
even if a SAM is a number of years old, it can still be acceptable as discussed above.

651 In general, CGE models are used when proposed policy measures, or expected
changes in exogenous conditions, are likely to have general equilibrium effects, that is,
significant indirect effects with potentially strong effects on the allocation of scare resources.
Results generated by CGE models are often questioned on their validity and usefulness for
policy decision making because of their underlying assumptions on optimising behaviour,
competitive markets and flexible relative prices.

652 However, the strength of this class of economic models is its consistency with
generally accepted microeconomic theory, significant structural detail, and the nature of
general equilibrium, that is, changes in any one area of economic activity may have
measurable impact in other areas. The lack of econometric estimation of key supply and
demand parameters is also a weakness of CGE models. This call, for undertaking
significant sensitivity analysis to see which parameters are key in altering the results and
their interpretation (van der Mensbrugghe, 1998).

653 As pointed out by Bergman and Henrekson (2003), “even if uncertainty about
the numerical values of key parameters makes the magnitude of computed effects of policy
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changes uncertain, the analyst may be able to safely conclude that the effects in question
are small or big”.

6.4.2 Why and When to Use CGE Models

654 One of the major reasons for using CGE models is that they provide a means for
quantifying the costs and benefits of policy. They simulate (changing the values of
exogenous variables and model parameters) the impact of a shock (non-marginal change
of a policy variable) on the development of relative prices which leads to a new
equilibrium with different levels of production, income and consumption. In most
interesting policy settings, economic theory provides guidelines for judging if a policy
will be beneficial or not for some households, but often cannot give a definite quantitative
answer. CGE models allow parameter estimation evaluation so that a definite answer or
number is provided.

655 Partial equilibrium analysis illustrates results for one market at a time. However,
there often exist market interactions and thus, market feedback. Pricing outcomes in one
market usually have effects in other markets, and these effects, in turn, create ripples
throughout the economy, perhaps even to the extent of affecting the price-quantity
equilibrium in the original market. To represent this complex set of economic
relationships, it is necessary to go beyond partial equilibrium analysis and construct a
model that permits viewing many markets simultaneously.

6.4.3 Theoretical General Equilibrium Model

656 The basic theory behind Walrasian general equilibrium theory found in most
microeconomics books is best illustrated using an example. Let us assume that there
exists:

i.  One production sector producing output (gs).
ii. ~ Two factors of production, labour (L) and capital (K).
iii. ~ One representative consumer who owns all factors and consumes the goods
produced.

657 Starting on the production side, we assume that the firm faces a Cobb Douglas,
constant returns to scale production function where technical progress (A) can affect
productivity. The firm is assumed to maximisemaximise profit subject to the production
function by choosing optimal combinations of labour and capital and taking all prices as
given:

Max { profit = pX —wL—rK st. X = AL°K"} (6.14)

Where p is output price, w is wage rate and r is return on capital. A is a technical progress
parameter and a is a share parameter.
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658 This maximization yields factor demand functions of the form:
L= {ap:| X K= [(l—a)} X
w r
659 We assume exogenous factor supplies so that:
Ly=1L 4) K=K
660 The sole household owns all the labour and capital and supplies it to the firm in

exchange for wage (w) and profit (7). The household spends all its earnings on the single
goods (yp)-

Y
y=wL+rK Yp = F
661 We have 3 markets: labour market, capital market and commodity market. We
assume that all markets clear by imposing the equilibrium condition for each market:

Ly=L, K,=Ks yp=Yy

662 This completes the specification of the model. Adding things up, we notice that we
have 7 equations and 7 variables (y,q, p,k,l,w,r). However, one of them is redundant
given Walras” Law which establishes that for »- markets, we need only n—1 equilibrium
conditions. Thus, any of the market clearing conditions can be dropped! Also, the model
is homogeneous of degree zero in prices. To assure that only one solution exists, we need
to choose one price as the numeraire (means we fix one of the prices, for example p ).
Choosing a numeraire and deleting the corresponding good market clearing equation
leaves us with 6 equations and 6 variables, which is a well-defined model. Given the
definition of the price normalisation equation, all simulated price changes can be directly
interpreted as changes vis-a-vis the wage or CPI, etc.

6.4.4 CGE Models

663 So far, we have described a very small model. However, applied economy-wide
models tend to be large, thus making the use of computational techniques unavoidable.
Not all of the parameters in the model can be determined independent of the restrictions
imposed during specification of a model - yet all parameters must be assigned
appropriate values. A number of ways suggest themselves: guesstimate, econometric
guess or calibration (a.k.a. point estimation).

664 As Shoven and Whalley (1992) phrase it: “Numerical, empirically based general
equilibrium models can be used to evaluate concrete policy options by specifying
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production and demand parameters and incorporating data reflective of real economies”
and “Calibration is most easily understood as the requirement that the entire model
specification be capable of generating a base-year equilibrium observation as a model
solution”. This implies that the model should be able to calculate the initial situation,
using the data for the base year and the calibrated parameter values. If this replication
check fails, there must be an error in the model specification. For the calibration of a
comparative-static® CGE, three types of data are needed: (i) data describing the initial
situation (the current allocation of resources); (ii) data describing the impulse; (iii) data
describing the reaction of agents to changes in the circumstances.

665 The first type of data needed in CGEs is the data describing the initial situation.
This data is usually taken from the National Accounts and describe a historical year. It
includes expenditure by the production sectors and households on the various goods and
the division of the production factors over the producers.

666 The data describing the impulse is the quantitative representation of some
new policy, such as the change in a tax rate. Alternatively, the impulse can describe a
change in the availability of one or more of the endowments, like an increase in total
labour supply.

667 Finally, data is needed that describe the reactions of the agents to the impulse
given. These reactions are usually specified in terms of elasticities. For the households,
price and income elasticities govern the change in the demand for goods if a price
changes or if income changes. Note that the demand for one type of goods may not only
change due to changes in the price of the same goods, but also due to changes in the
prices of other goods (so-called cross-price elasticities).

668 The initial situation described above is often described by the SAM that we
have discussed already. Each cell in a SAM, which is a transaction, can be thought of
as the outcome of an underlying optimisation problem of the relevant institution(s).
We can represent the flow in the cell as follows;

t, =t(p.q;V.0)

where p and q are, respectively, vectors of relative prices (for goods and factors) and
quantities. The vector V is a vector of exogenous factors and @ is a vector of parameters
defining the relevant functional form. A CGE model is simply a formalisation of this
general representation of each combination together with the sectoral and
macroeconomic balance constraints defined in the SAM. CGE models differ in the way in
which we define the structure of 7, = t(p,q;V, 6’).

® The term ‘comparative’ is used to indicate that two distinct equilibria are compared.
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6.4.5 Short Run CGE Model

669 In this section, we give illustrations of a short run model in which capital is
immobile across sectors. The overall structure of the model can be read from Panel 1
below. On the production side, sectoral output is produced using a Cobb Douglas
function [equation 1 in the pane A]. Maximising profit subject to this production function
yields the labour demand function in [equation 2]. [Equation 3] is the return on capital.
Because capital is fixed, the capital factor market equilibrating variable is its price, that
is” - This rate of return is determined as a residual (what is left of firm revenue after
deducting labour costs expressed as a function of capital stock). Next, we assume that all
factor income accrue to the household in [equation 4]. Note that labour income is
wY LD, because the wage rate is the same across all activities because if there is any
J
wage differentials, labour will migrate to compete those differentials. However, for
capital, since it is sector specific and hence immobile, its price will differ by sector. This is
taken into account in the income equation by summing the value of capital (note it is not
factored out as was done with w), i.e., Z r.KD, .
J

670 The household allocates its income so as to maximise utility taking prices
as parameters. There are two demand functions, one for goods/sector as shown in
[equations 5 and 6]. The functional form shown in these equations comes from assuming
that the utility function is Constant Elasticity of Substitution (CES). The parameter in
these functions is known as the elasticity of substitution.

671 There are two markets, a commodity market and a factor market. Each market is
in equilibrium at the point where demand and supply coincide. This is represented by
equations 7 and 8. Note that we do not specify the capital market in these equilibrium
conditions - this is because capital is fixed and so capital supply and demand are the
same. As soon as we make capital mobile, we should also expect a capital market
equilibrium condition.

672 As modelers, we are always careful about the structure of our model. This helps
us to be consistent with our modeling and also to ensure that our models are solvable. To
ensure the latter, we track closely the number of equations and variables. According to
our count performed in Panel A below, we have 12 equations and 12 variables.
Everything seems okay but not quite. The problem is that Walras Law tells us that if there
are n markets and n-1 of them are in equilibrium, then the nth one must automatically be
in equilibrium. Technically, this means one of the equilibrium conditions is redundant
and can be dropped. But this upsets our equation equals variables condition. We have
one less equation than variables. Also, we should note that this model is homogeneous of
degree zero in prices i.e. a proportional change of all prices would not affect the solution of
the real variables. Hence, the price level cannot be determined as there is an infinite
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combination of prices which are consistent with a solution to the model. It is therefore
necessary to impose a restriction which ensures a unique solution.

673 There are 2 ways which are common in modeling that are used to get around
these technical problems. The first is that we define a numeraire and fix it, which is
tantamount to dropping one variable - as a result equations and variables equality is
restored. All experiments results should then be interpreted as relative price change vis-a-
vis the exogenised price. Note that the choice of numeraire does not affect the solutions of
the model as far as the real variables are concerned.

674 Another approach is to keep the redundant equation in but add a new variable
called Walras or Leon. This variable is used to check Walras Law: if it is zero then the law
is confirmed and your model is likely to be correctly specified.

6.4.6 Extensions of CGE Models

675 Static CGE models described above have the disadvantage that they do not
consider accumulation effects. As a result, they cannot say anything about the effects of
transitory policies. One needs a dynamic CGE for this kind of analysis. Generally there
are two types of dynamic CGE models, each premised on different assumptions on
expectations and hence, giving different equilibrium concepts. The most common of the
two is recursive dynamic CGE model. In this model the economy is a sequence of inter-
periodic temporary equilibria. Essentially, these are “lurching equilibria,” where within period
(static) equilibrium is attained first, then the model, “lurches” forward to the next period,
and another (static) equilibrium is attained. These are usually obtained by defining stock
variation of both capital and population.

676 A second type of dynamics specification is via the inclusion of inter-temporal
dynamics with agents that are forward-looking. In this kind of dynamic CGE model,
consumers are assumed to maximise inter-temporal utility and producers are assumed to
maximise profits subject to the usual technical constraints. Thus, consumers can take
actions to prevent future adverse effects or to take advantage of the future, hence more
realistic than recursive dynamic models. One can specify two different types of behavior
on the supply side. One is to use the firm's optimisation function to get an inter-temporal
investment equation - as in Tobin’s g investment theory. These are thus, representations of
the neoclassical CGE growth models with exogenous technical progress. The second
specification is grounded in the new growth theory with endogenous technical progress.
As these dynamic models are even more demanding in terms of data, they are also not as
commonly uncounted as static models.

6.4.7 Advantages and Disadvantages of CGE Models

677 One of the main advantages of CGEs is that they describe the entire economy (in
contrast to partial equilibrium models, which describe one or a few markets). All the



Chapter 6 191

economic agents are taken into account. Another major advantage of CGE models is that they
have an elaborate microeconomic foundation (neo-classical theory). Using well-known theories
on firm and household behaviour at the level of individual agents, a model for the whole
economy can be derived. This is a property of CGEs that neo-Keynesian models and input-
output models lack. Common applications of CGEs are tax reforms, trade liberalisation,
economic development, and distributional and allocational impact of policy measures. A
third advantage of CGEs is that, compared to input-output models, the variables that
represent the behaviour of firms and households are endogenous: agents respond to price
changes by changing their production or consumption patterns. Moreover, CGE models
use resource constraints in their description of markets. The extension to sophisticated
analysis is therefore straightforward.

678 Until recently, the main disadvantage of CGEs was that they could not be solved
numerically (and the models are too complex to solve analytically). One needed good
computers to calculate the model results, as the CGE models are large systems of highly
non-linear interdependent equations. However, with the development of capable solvers
and the increase in computational power of personal computers, numerically solving CGEs
is nowadays not much of a problem. Another aspect of CGEs is that they require a lot of
data: not only is data needed for the initial situation, but also for the reactions of the firms
and households to the policy changes. This data is often hard (though not impossible) to
find.

6.4.8 Solving the Models Using Software

679 The analysis of economy-wide models is a particularly demanding topic in policy
analysis, since it involves the study of interdependence. It implies a move to the realm of
multiple heterogeneous agents, sectors and institutions interacting in complex ways.
While there are some analytical methods and results available to help us in such endeavor,
computational methods become necessary when we move from medium to large size models or
when we have to deal with particularly complex ones. Our goal here is to provide a basic
introduction to the art of economy-wide modeling. Having presented a sequence of small
models, we now show how to implement them in Excel and GAMS and we perform and
suggest some experiments. We start with an introduction to Excel and then show step by
step how the IO model and SAM models can be solved using this software. We then move
to introduce GAMS and show how a General Equilibrium model in which prices and
quantities are determined simultaneously given technology, preferences and endowments
can be solved.®

680 Finally, we refer the interested reader to real life examples of IO, SAM and CGE
models of four (4) MEFMI member countries, namely Botswana, Namibia, Lesotho and

® We will present models in a sequence reflecting mainly their computational complexity in terms of degree of non-linearity and size. The order of
the sequence does not mean historical or theoretical precedence of one type of model over the others, or a ranking of practical relevance.
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Swaziland that were prepared by Rob Davies and commissioned by the World Bank, and
is provided as an accompanying CD to this manual resource.

6.4.8.1 Introduction to Basic Excel Operations

681 We start with relatively simple introduction to Excel as a way of beginning with
solving the IO and SAM models introduced in this chapter. Excel is a software paradigm
that is well known and accessible to almost everybody. It is useful to solve small models
that do not involve simultaneous nonlinear optimization solver which can handle
constrained optimisation problems and is very handy to set up and solve interesting
models. This software system is useful to deal with models or problems involving
intensive use of vector and matrix operations. Three basic techniques in Excel are
required to solve the IO and SAM models just discussed; namely (a) entering matrices
and simple matrix operations (addition and subtraction), (b) matrix multiplication, and
(c) matrix inversion. Below is a step-by-step illustration on each of these and how they can
be used to solve the small hypothetical IO Model and SAM Models introduced earlier.

A. Matrices Entry and Basic Matrix Operations

Setting up a matrix in Excel is easy. You simply enter each entry in a cell. Let us illustrate
using two hypothetical examples below, namely Matrix A and B:

A =
2 0
33 -22
B =
-1 2 34
3 -2 1
682 To Add or Subtract Matrices, it is instructive to use whole arrays as illustrated

in the interface below. The procedures are as follows:
1. Highlight the whole answer array (highlighted in blue by cells C9:E10).
2. Type “=", highlight the whole of A, type “+”, then highlight the whole of B.
3. Instead of hitting the “Enter” button, hit simultaneously “Ctrl Shift Enter”.
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ElEER Bookl = Microsoﬂm - — X
g]ﬁé Insert Pagelayout Formulas Data Review View a e = B 23
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c9 - fe | {=C3:E4+C5:E6} v
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1

2

3 oAp= 2 0 1

4 35 -22 0

5 B= -1 2 34

6 B -2 1

7

8

9 1 2 35

10 36 24 1

1

12

13
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15

16

17

18 e

K4 > M| Sheetl /Sheet2 /Sheet3 %a 4] " [l

Ready | Average:85 Count:6 Sum:51 EME w00% (- 0 ()

4. You should get the following answer in the area you highlighted for the

answer:
A+B=C=
1 2 35
36 -24 1
683 For scalar multiplication, let's suppose we want to compute 3.6*C where C is

the matrix that we have just computed. Proceed as follows:

1. Highlight the whole answer array 2.
Type “=3.6*", highlight the whole of array C, hit simultaneously “Ctrl Shift
Enter”
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3. You should get the following answer:

3.6°C =

3.6 72 126
129.6 -86.4 3.6

Finally, for transposing a matrix A"T, let’s suppose we want to transpose matrix

D which we have just computed (3.6*C). Proceed as follows:

1. First select an appropriately sized block for the answer, e.g., the transpose of a
2x3 matrix is a 3x2 matrix.

2. Highlight the whole answer array.

Type “=TRANSPOSE(”, highlight the whole of D and type “)”.

4. Simultaneously press “Ctrl Shift Enter”.

®
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685

In excel:

MATRIX OPERATIONS.xlsx = Microsoft. &celi m

Home | Insert Pagelayout Formulas Data Review View @ o &

- EfwrapText General - E ﬁ g E— 9( lj:l é/:“?s‘mv %{ L?a

8 Merge & Center - @8+ % 3 % Condiional Fomat Coll | Insert Delete Fomnat ) i,

Formatting  as Table ~ Styles~ |~ Filter + Select~
Clipboard Font Alignment Number d Styles Cells Editing

D20 * e {=TRANSPOSE(C16:E17)}

A B © o | e | F G H ) K L ™M N o E
16 D= 3.6 7.2 126
17 1296 864 36
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5. You should get the following answer:

DAT =

3.6 129.6
72 -86.4
126 3.6

B. Matrix Multiplication

686

687

=

To find the product AB of a row A and a column B in Excel,

\ 0.1 |-2.23 \ 245 \

-11.2
0.1
9.3

Proceed as follows:

Highlight a cell where you want the product.

Type “=MMULT(”, and highlight the whole of A, type “,”, then highlight the
whole of B, type “)”.

Simultaneously press “Ctrl Shift Enter”.
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688 In excel:

MATRIX OPERATIONS xlsx = Microsoft Excei
2@ o
1 B [E==1 wutoSum ~
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4. You should get the following answer:

AB = 21.442

689 For multiplying a matrix by a matrix, consider matrices A (2x4) and B (4x3)
given below:

A=

2 0 1 3
1 1 2 2
b= 1 1 -8
1 0 0
5
-2 8 -1
690 The product AB will be a 2x3 matrix (as many rows as A and as many

columns as B). Thus, select a 2x3 block for the product and proceed as follows:

1. Highlight the whole selected block.

2. Type “=MMULT(”, and highlight the whole of A, type “,”, then highlight the
whole of B, type “)”.

3. Hit simultaneously “Ctrl Shift Enter”.
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691 In excel:
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4. You should get the following answer:

AB = -4 21 21
5 2

C. Matrix Inversion

692 We now want to use Excel to invert a given matrix A given below:
A 0 05 0 1
1 0 0 1
-2 -1 1 2
9 -1 1 3

A should be square and non-singular. Proceed as follows:

1. Highlight a block for the inverse (same dimension s the original matrix).
2. Type “=MINVERSE(”, and highlight the whole of A, type “)”.
3. Hit simultaneously “Ctrl Shift Enter”.
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693 In excel:

57 Inverse of A

65

o= o

oo

W N e

=MINVERSE(C51:F54)

4 4 » ¥ Sheetl /Sheet2 ‘Sheet3 %I

MATRIX OPERATIONS xlsx = Microsoft Excel s S

Home | Insert Pagelayout Formulas Data Review  View 2@ o @8
~¥] 3 Autosum - Y
e B I 2. 9, A & Finda
5 2 Clear ~ et

lipboard 1 Numbe cell diting
SuM v
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4. You should get the following answer:

A= 0.1 -0.1 0.1
2 -2.2 -0.2 0.2
2 -4.6 0.4 0.6
0 11 0.1 -0.1
Solving a stylised IO Model in Excel
694 Refer to the example discussed earlier, which is now repeated here. The problem

was to find out the production in gross output required to meet an exogenous increase in

demand of R10 for manufacturing and R15 for agriculture.

Manufacturing Agriculture
Manufacturing 150 500
Agriculture 200 100
Labour 200 300
Capital 350 100
Total 900 1000
695 Step 1: The first step, using the techniques learnt above is simply to enter this

matrix in Excel. As we saw, this is easy. You simply enter each entry in a cell. This is
shown in the interface below:
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696 In excel:
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697 Step 2: Next, we want to compute the direct input requirements matrix or the
direct coefficient matrix. This requires Matrix division, one of the operations again shown
earlier.

698 In excel:
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Step 3: Next, we require the identity matrix. Identity matrices for these small

examples can be generated by typing ‘ones” along the diagonal and “zeros” elsewhere.

701

In excel:
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EN
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702
(I-A)

4
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Step 4: Use the [ matrix and Matrix SUBTRACTION learnt above to compute
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703 In excel:

Book1.xlsx = Microsoft Excel
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704 Step 5: Invert (I-A) by using Matrix Inversion in Excel introduced earlier.
Highlight a block for the inverse, then type “=MINVERSE(”, and highlight the whole of
I-A, type “)”. Hit simultaneously “Ctrl Shift Enter”.

705 Proceed as follows in Excel:
1. Highlight a block for the inverse.
2. Type “=MINVERSE(”, and highlight the whole of A, type “)”.
3. Hit simultaneously “Ctrl Shift Enter”.

Book1.xlsx = Microsoft Excel
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706 Step 6: Impact Analysis requires matrix multiplication techniques just learnt.
We now want to multiply the inverse of (I-A) just computed and the by exogenous
demands of R15 and R10, that is:

AX = (I - A4) 'AD

707 Proceed as follows in Excel:
1. Highlight a cell where you want the product.
2.Type “=MMULT(”, and highlight the whole of A, type “,”, then highlight
the whole
3. of B, type “)”.
4. Simultaneously press “Ctrl Shift Enter”.

SUM ~ (X « fe =MMULT(D23:E24,E281
© [ D 3 F G H 1 ] K L
19 -0.222222222 09

2
23 Invert (I- A) matrix 1.408695652  0.782608696) F
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2 15|
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708 You should see the following in excel:
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709

Therefore, to realise the additional consumption requirement of the economy,

we need to produce additional R25.8 of manufacturing and R23 of agriculture. This is the

answer to the problem we wanted to solve in Excel.

6.4.8.2 Solving a stylised SAM Model in Excel
710 Using the SAM below let us illustrate how to calculate SAM multipliers in Excel
interface.

Table 6.9: Hypothetical SAM with Numbers

PAYMENTS BY
ACTIVITIES Consumer Demand | Other Demand | TOTAL
Transport Non Transpor FD
Z | Transport 100 200 400 300 1000
N
5 Non Transport| 500 150 200 50 900
—
Sg HH Income 300 300 600
~< Other Payment| 100 250 350
TOTAL 1000 900 600 350
711 Step 1: First we compute the augmented coefficient matrix.
712 In excel we use the DIVISION operation introduced earlier:

Book1Lxlsx - Microsoft Excel

Home | Insert Pagelayout Formulas Data Review View
A X - .o = 7 B & (=== AutoSum ~
I i BookAntiqua  ~ 12 h S wrap Text General E, ﬁ ]_;‘d o= E?\ ';i;l élﬁ\l'
ey BIUN L A EEE EE Sac Be% 0 WY Srew 1 o ol o gy o Tt
Clipboard Font Alignment Number Styles cels Editing
D56 % fe| =D47/$D$51 L]
A B E D | E F 6 H 1 J K L =
44
45
46 Transport ~ Non Transport Consumer Dem Other Demand TOTAL
47 Transport 100 200 400 300 1000
48 Non Transport 500 150 200 50 900
49 HH Income 300 300 0 0 600
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713 Step 2: Construct the I Matrix.

714 Step 3: Calculate the (I-A) Matrix as before in order to get the augmented.
Leontief Matrix

715 In excel:

————————————————————————————————————————————————————————————————————
ElTERE ooklLxlsx - Microsoft Ex 1
Home Insert Pagelajout Formulass Data  Review  View ca@o@ g
a . — _ n o == S
7: ::' BookAntiqua  +/12 « A" A SiwrapText General . E ﬁ g = E?\ @ %:Hl?S %]r m
ey BRI aeAr g B+ 85 okt T b R e SIS
Clipboard & Font 5 Alignment 5 Number Styles Cells Editing
D66 v fe| =D62-D56 v
A B c | D [ 3 [ F ] G H 1 3 K L N
54 Augmented coefficient matrix (A)
55
56 Transport 01 0.222222222 0.666666667
57, Non Transport 0.5  0.166666667  0.333333333
58 HH Income 03 0.333333333 0
59
60
61
62 Identity Matrix (1) 1 0 0
63 0 1 0
64 0 0 |
65
66 I-A matrix 0.9 -0.222222222  -0.666666667|
67 -0.5 0.833333333  -0.333333333) =
68 -0.3 -0.333333333 1
69 i
70 v
W 4 » | Sheetl /Sheet2 ‘Sheets % 0Kl " ] M
Ready | Average: 0.041975309 Count:9 Sum: 0377777778 \E]IE 100% (=) W (#)

716 Step 4: Calculate the inverse of the (I-A) Matrix, that is, the augmented Leontief
Matrix using MINVERSE as before.

717 In excel:
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718 Step 5: We then calculate the output multipliers. For example, for Trans-

port output Multiplier in Excel is:

ookl.xlsx - Microsoft
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719 Hence, the Transport Output Multiplier is 5.53 (=3.02+2.51). In excel:
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720 The Transport Income Multiplier is 1.74.

721 You can calculate the remaining output and income multipliers to get the results
reported above.

6.4.9 Getting Familiar with GAMS Architecture

722 GAMS was developed at the World Bank by Alexander Meeraus and his colleagues
(see reference at the end). GAMS was designed as a "set driven" high level language
which would facilitate the development of linear and non-linear programming models of
industry and agriculture. Thus, it was not necessary to write out a separate equation for
each commodity, time period, plant and market but rather only to create equations and
variables indexed on these sets and defined over them. Thus, a model with thousands of
equations could be represented in a GAMS statement with only a few set of specifications,
variables and equations which might fit on a single page. This not only decreased the
tedious labour intensive parts of model development but also substantially decreased the
likelihood of errors in the model specification.

723 Later, the language became widely used for almost any computable model which
could be expressed in algebra. In particular, there are now many computable general
equilibrium models and financial models in GAMS, as well as a wide variety of other types
of economic models. For a listing of more than a hundred GAMS models see the GAMS
library at: http:/ /www.gams.com

724 Rather than giving a comprehensive overview, we will motivate basic GAMS
language components and GAMS syntax rules along the model examples from the
Reader. In order not to overload the reader with "unnecessary" information we explain
the GAMS language just as much as is needed for translating our algebraic statement of
problems into (GAMS) computer-readable format. We will use the GAMS implementation
of a simple optimisation exercise. We believe that this approach accommodates a straight
computational access to learning economywide modeling and does not distract people
with programming details.

725 Before we start, we want to recall why we consider GAMS as a very convenient
modeling system for doing economy-wide modeling:

e The GAMS syntax is very close to the standard algebraic representation of economic
models and largely self-evident. Therefore, the GAMS user will find it quite
intuitive to translate algebraic problem into an equivalent GAMS program.
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726

The use of (algebraic) sets and detached-coefficient matrix notation makes
GAMS a very efficient tool for representing large dimensional models using
only a few lines of code.

Separation of logic and data allows that a problem - once correctly specified in
logical terms - can be easily scaled up to higher dimensions. This provides an
efficient environment for developing large-scale models from little "toy"
models.

The problem (model) formulation under GAMS is independent of the
numerical solution. GAMS passes on the problem definition to separate solver
programs which return solution values back to the GAMS program. The
solution process is a black-box to the model builder who is typically not
interested in algorithmical details. The only thing a model builder has to care
about is that the solver he selects must be consistent with the mathematical
problem type underlying his problem formulation. The commercial solvers
available under GAMS allow to tackle types of models belonging to different
classes of mathematical programming such as (non) linear programming,
(relaxed) mixed integer programming, non-linear systems of equations, mixed
complementarity problems, etc.

Typically, a model programmed in GAMS can be decomposed into 3 parts cor-

responding to data entry (Part 1), model specification (Part 2) and solve procedure

(Part 3).

1. Stage1: Data
e  SETS declaration and definition
e  PARAMETERS declaration and definition
e  Data assignment
e Intermediate displays
2.  Stage 2: Model
e  VARIABLES declaration
° EQUATIONS declaration
e  Equations definition
e  MODEL definition
3.  Stage 3: Resolution
e  SOLVE statement
e  Results display
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727 Some common rules, caveats and tips:

1. As a general rule, it is necessary to proceed to the declaration before using any
element. Sets and parameters must be declared at the very beginning of the
program.

2. Although not always necessary, a good habit is to end every statement by a
semi-colon in order to avoid unexpected compilation errors.

3. GAMS allows for statements on several lines or several statements on the same
line. This property can help to reduce the length of the code or facilitate
printing.

4. Capital and small letters are not distinguished in GAMS.

5. Names for Set, Parameter, Variable, Equation or Model must start with a letter
and cannot contain more than 9 characters. GAMS keywords cannot be used to
declare an element.

6. Finally, the main mathematical functions are described below:

Multiplication * Equality in an = Logarithm| LOG (.)
operation

Subtraction - Summation SUM (set domain, Maximum| MAX(.,.)
element)

Addition + Product PROD (set domain,| Minimum| MIN (.,.)
element)

Division / Absolute value ABS ()

Exponent * Exponential EXP (.)

6.4.9.1 Solving General Equilibrium Model in GAMS

728 The GAMS representation of the theoretical model presented is shown below.
Arbitrary numbers have been chosen for the parameters and for the labour and capital
stocks. As illustrated earlier, this simple model has 7 variables and 7 equations. However,
one of them is redundant, since “Walras law” establishes that for n-markets we need n-1
equilibrium conditions only. Also, since this model determines relative prices (p, w and r),
we need to fix one of them as the numeraire. Thus, by choosing one price as the numeraire
(say we fix p = 1) and deleting the corresponding good market clearing equation, we are
left with a 6-variable 6-equation well defined model. The GAMS representation of the
model using the architecture just discussed is shown below. Arbitrary numbers have been
chosen for the parameters and for the labor and capital stocks.

729 Step 1: First you type the title (using $TITLE command) and subtitle ($STITLE
command) as shown in the interface. Remember, you can comment out any additional
information by starting every line with a star (we have chosen to describe the structure of
the model.
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1'g.gams.de C\Users\MChitiga HSRCAD\Documents\HSRO\PROJECTS\CITY OF JOHANESSBURG\our docs!cge doc\Cty cge mode - Copy\city cge modelgp

File Edit Suv:h Windows Unlms Model Libraries Help

2| &%) > | % fF EEIOE]

o5 No active process
mefmi

MEFMLIst || MEFMI gms

STITLE SIMPLEGE
$STITLE CAPITAL IMMOBILE ACROSS SECTORS
*Model

of a closed economy producing 2 goods using 2 factors

| 121 Modiied  msen |

7 T B TNEEEeCAE VR

730 Step 2: Next you introduce the data into the model. For this small model, its easy
to type in the data in various forms such as scalar form since its very simple. For bigger
models, you can use GDX interface, or other ways of calling data directly from Excel, see
GAMS manual, (www.gams.com).

JJJJJM———jﬂJJI

Uniitled_2.gms

SCALARS
la labor share / 0.7 /
b technology parameter / 1.2 /:

[ 61 Modified  lmsen |
M e G &< %k L

731 After these two steps you are now ready to type in your model, starting with the
definitions of variables, then of equations, then typing the actual equations.

732 Step 3: Type in the variables in order to introduce these to GAMs and in this step
you can also do the calibration of the unknown parameters. After the definition, remember
to end with a semicolon. Notice that to avoid negative values which make no economic
sense we had to define all variables but the performance index as positive variables.
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E gamside: C\Users\MChi ;HSRCAD!!%MenE\HSRQPmJECT S\CITY OF JOHANESSBURG\cur docs\cge doc\City cge model - Copy\city cg
%s File Edit Search Windows Utilities ModelLibraries Help =

R |

Untitled_2.gms

o
x

POSITIVE VARIABLES
igs good supply
ad good demand
1d labor demand
s labor supply —
kd capital demand
ks capital supply
p price
W wage
r profit
v income;

w

[VARIABLES
I3 performance index:

< m | »

26:1 Modified Insert |

733 Step 4: Define the equations, remembering to end with a semicolon!
I= gamside: C:\Users\MChitigaﬂSR$!Mems\HSR(.\PROJEC[ S\CITY OF JOF docs\cge doc\City cge model - Copy\city cge model.gpr G\Usefs\Mng
ua File Edit Search Windows Utilities Model Libraries Help - | & x
R O]
Untitied_2.gms
EQUATIONS

leqs good supply equation (production function)
leqd good demand equation

leld labor demand equation

els labor supply equation

lekd capital demand equation

leks capital supply equation

ey income equation

leml labor market clearing

lemk capital market clearing

5d performance index definition;

m
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734 Step 5: Finally, you type in the equations ending each equation with a semicolon.

IE gamside: C:\Users\MChitiga.HSRCAD\Documents\HSRC\PROJECTS\CITY OF JOHANESSBURG\our docs\cge doc\City cge model - Copy\city cge l@odel.ggr - [C\Users\MChitiga] ‘@E

%e File Edit Search Windows Utilities Model Libraries Help - | & x

ofaju> |5 T ulefs]

Untitied_2.gms

3d.. 3 =E= 0;
leqs.. s =E= b * ld**a * kd**(1-a);
eld. . ld=E=a*qs*p/w
els.. 1s =E= 2;
jem1. . 1d =E= 1s:
lekd. . kd =E= (1-a)* gs * p / x:
eks. . ks =E= 1;
emk. . kd =E= ks;
ey.. y =E=w * 1d + r * kd;
eqd. . qd =E= v / p:

p.lo = 0.001; w.lo =

0.001; r.lo = 0.001;

m

« I ] »

43:1 Modified Insert

735 Step 6: You now need to set the numeraire. In this case we chose one
price as the numeraire (i.e., we fix p = 1) using the .fx command. It is here where you
can also define closure rules for larger complex models.

Ig gamside: C:\Users\MChitiga.HSRCAD\Documents\HSRC\PROJECTS\CITY OF JOHANESSBURG\our docs\cge doc\City cge model - Copy\city cge model.gpr - [C:\Users\MChitiga.] ‘L
%e File Edit Search Windows Utilities Model Libraries Help - | & %

B —

Untitled_2.gms

m

« i, ] »

64: 1 Modified Insert

& g aaPM |
e G 8 & ‘ A orna
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736

Step 7: You now declare to GAMS the name of the model, equations and which

algorithm to use in solving the model. In this case, the name of the model is “SIMPLEGE”,
and GAMS has been requested to solve it using Non-Linear Programing (NLP). Note, we
have added a display command that you can use to view the results of the variables of
interest, particularly the endogenous variables in the model. Again, for bigger models, it is
advisable to send the results directly to Excel using for example GDX command.

== gamside: C:\Users\MChitiga.HSRCA

Untitied_2.gms

T ST eTa

BZ File Edit Search Windows Utilities Model Libraries Hdp

MODEL SIMPLEGE /all/:
\SOLVE SIMPLEGE MAXIMIZING J USING NLP:
DISPLAY gs.1, qd.1, 1d.1, 1s.1, kd.1, ks.1, p.1, w.1l, r.1, y.1;

< i

| 65: 1 Modified [Insert

< el Ii2

.

737

Step 8: Finally, you are now ready to solve the model using GAMS. This is done

by clicking the red arrow button or pressing F9 on your keyboard. You should get the
following report if your model has solved correctly:

SRO\PR
File Edit Sulch Wlmiwvs Utilities Model Libraries Help

JJJJJ T— jﬂﬂ'

188 C:\Users\MChitiga.HSRCAD
MEFMLIst MEFMIlgms

—
— CAPITAL IMMOBILE ACRQ
[~ Equation Listing SOLVE|
- Equation
 Column Listing SOLVE|
& Column

— Model Statistics SOLVE
|~ Solution Report  SOLVE
|~ Execution
#- Display

uniited_2 mefmi |

Universite Laval DC3338
License for teaching and research at degree granting institutions

--- Starting compilation

--- MEFMI.gms(74) 2 Mb

--- Starting execution: elapsed 0:00:00.006

--- MEFMI.gms (65) 3 Mb

--- Generating NLP model SIMPLEGE

-—— MEFMI.gms (72) 5 Mb

== 10 rows 11 columns 26 non-zerges

41 nl-code 14 nl-non-zeroes

--- MEFMI.gms(72) 3 Mb

--- Executing CONOPT: elapsed 0:00:00.010

--- Restarting execution

--- MEFMI.gms(72) 2 Mb

--- Reading solution for model SIMPLEGE

--- Executing after solve: elapsed 0:00:00.048

--- MEFMI.gms (73) 2 Mb

### Status: Normal completion

--- Job MEFMI.gms Stop 07/04/12 20:52:30 elapsed 0:00:00.048

<[
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738 The results are as follows:

e —
=a gamside: C:\Users\MChitiga HSRCAD\Documents\HSRC\PROJECTS\CITY OF JOHANESSBURG\our docs\cge doc\City cge model - Copy\city cge model.gpr - [C:\Users\MChitiga.]

I 25 File Edit Search Windows Utiities Model Libraries Help - & x

T Y e I YIS
[ MEFMLIst MEFMI.gms

CAPITAL IMMOBILE ACROSS SECTORS -

Euua:on Listing SOLVE SIMPLEGE Using LOWER LEVEL UPPER MARGINAL
#- Equation
Cglumn Listing  SOLVE SIMPLEGE Using
#- Column ---— VAR g= 1.949 +INF
Model Statistics SOLVE SIMPLEGE Usingt | ____ vaRr qa 1.949 +INF
i} gg:gtgg Report  SOLVE SIMPLEGE Using | ———— VAR 14 2.000 SINF
+- SolVAR 2.000 +INF
|~ Execution 1.000 +INF
& Display . 1.000 +INF .
1.000 1.000 1.000 EPS
0.001 0.682 +INF
0.001 0.585 +INF
———— VAR v . 1.949 +INF
———— VAR 3 -INF . +INF

as good supply

qd good demand

1d labor demand E
1s labor supply

kd capital demand

« i N K »

09:07PM |
2012/07/04

739 The solution values for the general equilibrium model that we have been looking
for are therefore:

gs.L = 1.949 good supply
qd.L = 1.949 good demand
Id.L = 2.000 labor demand
IsL = 2000 labor supply
kd.L = 1.000 capital demand
ks.L = 1.000 capital supply
p.L = 1.000 price

w.L = 0.682 wage

rL = 0.585 profit

y.L = 1.949 income

740 It is important to perform some basic checks on the workings of the model. For
instance, since we assumed market clearing, we have to verify that supply equal demand
in each market. Also, when increasing the value of the numeraire, all quantity variables
should remain the same, while nominal variables (prices and income) should increase
proportionally.

741 Some interesting experiments can be performed with this model. For example,
the economy-wide effects of technological progress can be simulated by increasing the
value of the b parameter. Also, you could change the supply of labor or the supply of
capital and see how wage and profits are affected. If you do so, you will observe that, in
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the simple model that quantities do not change, only the wage and the profit rate do.
Quantities would change if you specify elastic labor and capital supply functions,
instead of the fixed supplies that have been assumed. As an exercise, you could add a few

lines to run a simulation increasing labour supply by 10%, say due to increased immigra-
tion or education policy.
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Appendix A

APPENDIX A: Tables of Critical Values

Table A1l: Critical Values of Cointegration Test

n Model Point Do SE [2 b

No constant, no trend 1| -2.5658 0.0023 -1.96 -10.04
5| -1.9393 0.0008 -0.398 0

10| -1.6156 0.0007 -0.181 0

Constant, no trend 1| -3.4336 0.0024 -5.999 -29.25
5| -2.8621 0.0011 -2.738 -8.36

10| -2.5671 0.0009 -1.438 -4.48

Constant+ trend 1] -3.9638 0.0019 -8.353 -48.44
5/ -3.4126 0.0012 -4.039 -17.83

10| -3.1279 0.0009 -2.418 -7.58

No constant, no trend 1] -3.9001 0.0022 -10.534 -30.03
5| -3.3377 0.0012 -5.967 -8.98

10| -3.0462 0.0009 -4.069 -5.73

Constant+ trend 1| -4.3266 0.0022 -15.531 -34.03
5| -3.7809 0.0013 -9.421 -15.06

10| -3.4959 0.0009 -7.203 -4.01

No constant, no trend 1 -4.2981 0.0023 -13.79 -46.37
5| -3.7429 0.0012 -8.352 -13.41

10| -3.4518 0.001 -6.241 -2.79

Constant+ trend 1| -4.6676 0.0022 -18.492 -49.35
5| -4.1193 0.0011 -12.024 -13.13

10| -3.8344 0.0009 -9.188 -4.85

No constant, no trend 1 -4.6493 0.0023 -17.188 -59.2
5 4.1 0.0012 -10.745 -21.57

10 -3.811 0.0009 -8.317 -5.19

Constant+ trend 1| -4.9695 0.0021 -22.504 -50.22
5| -4.4294 0.0012 -14.501 -19.54

10| -4.1474 0.001 -11.165 -9.88

No constant, no trend 1| -4.9587 0.0026 -22.14 -37.29
5| -4.4185 0.0013 -13.641 -21.16

10| -4.1327 0.0009 -10.638 -5.48

Constant+ trend 1| -5.2497 0.0024 -26.606 -49.56
5| -4.7154 0.0013 -17.432 -16.5

10| -4.4345 0.001 -13.654 -5.77

No constant, no trend 1 -5.24 0.0029 -26.278 -41.65
5| -4.47048 0.0018 -17.12 -11.17

10| -4.4242 0.001 -13.348 0

Constant+ trend 11 -5.5127 0.0033 -30.735 -52.5
5| -4.9767 0.0017 -20.883 -9.05

10| -4.6999 0.0011 -17.445 0

Source: Mackinnon (1991)
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APPENDIX B: Participants during the Manual Review Workshop in

Harare - August 2011
Country Name of Participant Institution Represented
Botswana Batane Walter Matekane (Mr) Ministry of Finance and Development
Moemedi Phetwe (Mr) Bank of Botswana
Kenya Maureen Were (Dr/Ms) Central Bank of Kenya
Esman Nyamongo (Dr) Central Bank of Kenya
Johnstone Poipoi (Mr) Kenya National Bureau of Statistics
Peter Chacha Wankuru (Mr) Ministry of Finance
Lesotho Maselone Thite (Mr) Ministry of Finance and Development
Planning
Molapo Senei (Mr) Ministry of Finance and Development
Planning
Mozambique Amorim Pery (Mr) Ministry of Planning and Development
Rwanda Regina Nyirakanani (Ms) National Bank of Rwanda
Valence Kimenyi (Mr) National Bank of Rwanda
Jean C. Rwililiza (Mr) National Bank of Rwanda
Swaziland Patrick Ndzinisa (Mr) Central Bank of Swaziland
Tanzania Wilfred Mbowe (Dr.) Bank of Tanzania
Salome Kingdom (Mr) President’s Office - Planning
Commission
Uganda Elizabeth Kasekende (Ms) Bank of Uganda
Mustapha Achidri (Mr) Ministry of Finance, Planning and
Economic Development
Zambia Edward Kapwepwe (Mr) Ministry of Finance and National
Planning
Chungu Kapembwa (Mr) Bank of Zambia
Zimbabwe Kennedy M. Kupeta (Mr) Reserve Bank of Zimbabwe
Prudence Stephen Moyo (Mr) Reserve Bank of Zimbabwe
Nebson Mupunga (Mr) Reserve Bank of Zimbabwe
Paul Mukoki (Mr) Reserve Bank of Zimbabwe
Cresncia Gapare (Ms) Ministry of Finance
Everjoice Chinoda (Ms) Ministry of Economic Development and
Investment Promotion
South Africa Dr. Christopher Malikane Macro-Financial Analysis Group, School
(Reviewer) of Economic and Business Sciences,
University of The Witwatersrand
Kenya Kethi Ngoka (Mrs) Central Bank Of Kenya
(MEFMI Fellow)
Zambia Peter Zgambo (Mr) Bank of Zambia

(MEFMI Fellow)
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APPENDIX C: Developing a VECM

The reduced form VAR can easily be formulated from a sytem of equations. Assuming
we have three variables x,,x,and x, in our model and they are related to each other as:

xl = Allxltfl + AIZ'thf] + Al3x3t71 + glt
x2 = Aleltfl + A22x2t71 + A23‘x3171 + 821
Xy = Ay X,y + ApXy,  + Agxs, 8y,
We can write the above system of equations in a VAR form as;

X 4y A, A || X &y

X (= Ay Ay Ay || X |+ &y

X3 4, Ay Ay %, &3
A4y A, Ay
This is same as x, = Ax, |, +¢&,, where A4 4,, A,, Ay,
4y Ay, Ay

The modeler is interested in obtaining the coefficients in the matrix 4.

Subtracting x, ; on both sides we have:

_xl ] _‘xlt—l ] _All A12 A13 xlt—l 1 0 0 xlt—l glt

Xo | 7| X | T A21 A22 A23 KXo | T 0 10 Xpra | F| €
_A31 A32 A33 x3t—1 0 0

We can then factor out x, , on the right hand side as;

1 x3t—1 83[

X X 4, 4, A, 10 O x,, &y
Xy | = X |=]| 4 An A |—]0 10 Xor | H] €
X3 | [ X3 4, 4, A 0 0 1]]x,, &3

This can then be written as;
Axl All -1 A12 -0 AI3 -
Axy |=| 4y =0 Ay -1 Ay-0|x,, +]|&,
_Ax3 _A31 -0 A32 -0 A33 -
Simplifying further it becomes;
A)Cl All -1 A12 A13 X1 &y
Ax, |=| 4y Ay =1 Ay | Xy |+] &y
Ax, L 4y 4, A || x5, &y

All -1 AIZ A13
Welet 7=4-1=| A4, A4,, —1 A,

A31 A32 A33 -1

0 x, &y

1 x}t 1 g3t
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However, due to the Granger Representation theorem, 7 = 4—1 is normally written
1- A11 - A12 - A13
ast=—(1-A4)=— -4, 1-4,, -4,
—4;, —4;, 1-4
The VECM can therefore be written as:

33

Ax, -4, -4, — A || x4 &y
Axy |=— =4y Ap -1 —Ay || x5, || &
Ax, -4y —Ay 1Ay | X, &y

In compact form, the matrix above can be written as:
Ax, =mx, | +é,
The expression zx, | is the error correction term. This equation is similar to the ADF

model. It is also similar to the standard ECM model. Our interest here would be the
rank of the matrix 7. If the rank(ﬂ) =0, all the variables in the model are unit root

processes and are not cointegrated. The model therefore reduces to a normal VAR in
first differences, just like in the EG two step method. If rank(ﬂ)zn, then all the
variables are stationary with n cointegrating vectors. When 1<rank (7)<n, then there

are more than one but less than n cointegrating vectors. The number of cointegrating
vectors equals the rank of 7, which is basically the number of the characteristic roots
of the zmatrix that are different from zero. In the case whererank(z)=0, all the

characteristic roots will equal to zero. The multivariate generalization of the model
above can be given as:

p-1
X, =m,  + z;:l.AxH +é,

i=1

where 7 =—[[—iAIJ and 7, = — iA/‘
i=1

j=j+l1
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