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1. Competition and Financial Sector Development in Kenya

By Camilla Chebet Talam and Samuel Kiemo Mwangi!

Abstract

This paper assesses how financial sector reforms that have increased access to financial services,
enhanced efficiency in the banking sector and promoted financial sector stability by increasing
competition in the banking sector. We use bank-specific data for the period 2011-2016 categorized
into large, medium and small peer groups for 41 banks and 12 microfinance banks. In order to make
inferences on competition and access; competition and efficiency in intermediation and, competition
and stability, we estimate three main measures of competition (concentration ratios, Panzar — Rose
and Persistence of Profit) and apply the Herfindahl-Hirschman Index (HHI), concentration ratios, the

Panzar-Rosse model, and Persistence of Profitability model to investigate competitiveness.

The findings suggest that financial sector reforms have resulted in an improvement in competition
and efficiency among banking sector categories in Kenya. The reforms have however, significantly
benefited the large institutions in reducing concentration and oligopolistic behavior in the banking
sector. These reforms have promoted financial development via increased access to financial services
and increased bank efficiency. The finding of oligopolistic behavior in the banking sector indicates
that large financial institutions promote financial development by increasing financial deepening and
efficiency. However, financial consolidation may intensify oligopolistic behavior that may have
equivocal effects on financial sector stability. This study proposes that policy should limit its role to
providing an enabling environment through monitoring and enforcing current legislation and allow
profit maximising financial sector players to enhance competition through innovative business
models and collaborative partnerships rather than impose additional regulations on financial sector
players to promote competition.

! Camilla Chebet and Samuel Kiemo are Economists with the Central Bank of Kenya. The views and interpretations in

this paper are strictly theirs and do not represent those of the Central Bank of Kenya
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1.1 Introduction

The financial sector plays the key role of desynchronizing income and consumption streams such that
an economic agent can spend more than their income stream through borrowing (Danthine and
Donaldson, 2015). The financial sector enables economic agents to spend more than their income
through borrowing, thus facilitates them in increasing and smoothening their consumption over time.
Efficient desyncronisation of income and expenditures over time and risk results in an increase in
savings and channels investments into the most productive projects — ultimately promoting economic
growth. The development of the financial sector, in terms of efficiency, stability and deepening of
the various financial institutions and thus vibrancy of financial sector is essential for economic
growth.

Huang (2011) highlights that financial development cannot be measured by a single number and he
goes on to distinguish financial development indicators into various categories including financial
intermediary, financial depth, financial size, etc. However, the extant literature on the role of
competition in fostering financial sector development only focuses on financial sector development
narrowly, either defining financial sector development as efficiency or stability or profitability but
does not consider financial sector development holistically as encompassing all these aspects as
suggested by Huang (2011). From the definitions of financial development from Levine at al (2000),
Beck (1997) and Huang (2011), this paper considers 3 main indicators of financial development,
access to finance (financial depth), efficiency in financial intermediation and stability, in relation to
competition. By considering efficiency, stability, profitability, and access in relation to competition,

this paper contributes to a gap in the literature.

In Kenya, there has been considerable debate about the consolidation of banks stemming from the

impact of the segmented banking sector on liquidity distribution, banks loan-to-asset ratios and



profitability (Misati & Kamau, 2014). In addition, there have been various mergers and acquisition
following a period of financial stress in the banking sector over the past few years. At the same time,
legislation and regulation in the financial sector has been undertaken to promote competition in the
financial sector. Some of the reforms promote competition through providing a level playing field
and minimizing the barriers to entry so that new players can enter the market. This is positively linked
to financial development manifested in financial deepening, efficiency and stability. Other reforms
promote financial consolidation through mergers and acquisition reducing the number of players in
the market hence reducing competition. Proponents of the positive link between financial
consolidation and stability assert that increased concentration through the mergers of many small
financial institutions to few large financial institutions fosters stability despite reducing competition.
Few big financial institutions are considered to be safer and less vulnerable to financial instability
(Beck et al., 2006; Uhde & Heimenshoff, 2009, Allen & Gale 2004). The premise is that fewer, bigger
banks are stronger with a larger asset base, safer in terms of better risk taking behavior, more resilient
to macroeconomic shocks and financial stress - their higher profits and larger capital base forming
the first line of defense against shocks. By advocating for consolidation and undertaking reforms to
promote competition, policy has been promoting two contrasting outcomes in the financial sector
reforms suggesting a trade-off between competition and financial sector development as empirical

evidence suggests.

Moreover, Berger & Hannan (1989) assert that more concentrated markets tend to be more profitable
due to their non-competitive price setting practices, as a result of their structure according to the
Structure-Conduct-Performance (SCP) theory. SCP theory links a bank’s conduct and performance
to its market structure (Hannan 1991). If the few large financial institutions set high lending rates and
lower deposits rates as suggested by Berger & Hannan (1989) then this high cost of credit is likely to
limit access of credit to small and medium enterprises and low income consumers. This finding
emphasizes the importance of promoting smaller financial institutions that serve a niche market and
offer relatively lower cost of credit to a market that would otherwise be ignored and hence
underserved by the larger banks. Weil3 at al. 2013 in a study across 440 domestic and international
bank mergers, report that more concentrated banking systems posed a higher potential of systemic
risk relative to less concentrated banking systems under the “concentration-fragility” hypothesis.

Anginer et al. 2014 also confirm a negative relationship between competition and banking sector risk,



where greater competition (thus low concentration) promotes diversified risks and thus reduces banks
financial fragility. This evidence suggests that promoting competition can not only positively affect
financial deepening and efficiency in the financial sector but also lessen financial fragility, thus
suggesting that stability is a result of efficiency and financial depth. Therefore, in spurring

competition in the financial sector, policy promotes all aspects of financial development.

This paper aims to contribute to this debate in studying competition structure in Kenya’s financial
sector to inform policy on whether competition or consolidation is desirable for financial sector
development. Following Claessens (2009) we discuss the links between competition and financial
development on the following three dimensions: first, access to financial services for households and
firms i.e., whether access to financial services has increased on account of greater competition; the
second dimension is efficiency of financial services i.e. whether greater competition has reduced
interest rates spreads and transactions costs as well as maintained profitability, and finally financial
sector stability i.e., whether increased competition has promoted sufficient banks’ capital buffer to
promote resilience. To undertake this investigation, this paper reviews Kenya financial sector reforms
and the outcomes in view of the various elements of competition. The rest of the paper is structured
as follows: section 2 provides stylized facts on how the financial sector has developed, section 3 is a
summary of the main reforms in Kenya’s financial sector over the period under review; section 4
discusses theoretical framework and literature review on competition and the 3 main indicators of
financial development, access to finance, efficiency in intermediation and stability, section 5 details

the methodology while section 6 presents the results, findings and concludes the paper.

1.2 Stylized Facts in Financial Sector Development in Kenya

In Kenya, we can consider the implications of competition or lack thereof through different facets of
financial development. Firstly, at financial depth through the access to financial services via the
banking sector; secondly, efficiency by observing the behavior of banks and financial institutions in
price setting of deposits and savings rates and thirdly, stability measured by banks capital adequacy
ratio efficiency (CAR) and liquidity. These proxies for financial development are in line those applied
in various studies of financial development in literature (King and Levine, 1993 a, b; Levine et al.,
2000; Al-Yousif 2002; Claessens et al., 20113, b, Puatwoe et al 2017, among others).



1.2.1  Access to Financial services

The recent financial access survey report dubbed the 2016 Kenya FinAccess Household Survey
reports that financial exclusion has reduced to 17.4% from 41.3% ten years ago. Therefore, formal
financial inclusion has increased to 75% in 2016 from 26.7% in 2006. (Chart 1).

Chart 1: Number of individuals using different financial services (millions)
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75.3% of Kenyans are now formally induded; a 50% increase in the last 10 years. Financial exclusion, which is now down to 17.4%, has more than halved
since 2006.

Source: FinAccess household survey 2016, Central Bank of Kenya

The same report indicates that 38.4% of the Kenyan population use banking financial services, up
from 14% in 2006 in comparison to 71.4% of the population who use mobile financial services (MFS)
(FinAccess Survey 2006). Although access to financial services has increased overall, the banking
sector has contributed less to this increase compared with mobile financial services (Chart 2).

Chart 2: Use of different financial service providers over the years (%)
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Table 1: Banking Sector Assets to GDP and Domestic Private Sector Credit to GDP, 2014

2014 Banking Sector Assets to GDP  |Domestic Private Sector Credit to GDP

Kenya 44.14 34.42
Nigeria 18.25 14.54
Tanzania 18.91 13.83
Uganda 19.49 14.37
Egypt 65.83 25.95
South Africa 76.93 151.48
Cape Verde 83.31 62.85
Mauritius 121.9 100.13

Source: Helgi Library

Private sector credit to GDP is a common indicator of financial depth in the literature. Kenya’s private
sector credit to GDP is higher than its peers in the East Africa region only surpassed by South Africa,
Cape Verde and Mauritius. When private sector credit to GDP is compared to banking sector assets
to GDP, it emerges that Kenya’s banking sector assets to GDP are higher in relation to its peers but
lower in relation to South Africa, Cape Verde and Mauritius (Table 1). This indicates that Kenya’s
financial sector is bank-led rather than market led though not to the extent of South Africa, Cape
Verde and Mauritius whose banking sector are mainly bank driven. However, it is important to note
that in South Africa, Cape Verde and Mauritius mobile financial services are not as prominent or as

developed as that of Kenya.

Kenya’s financial sector can be considered bank-led as banking sector assets as a percentage of GDP
average at 60 percent from year 2012-2015, compared to pension sector assets at 14 percent,
insurance sector assets at 8 percent, deposit taking SACCO sector assets at 5 percent and
microfinance banks sector assets at 1 percent. (Table 2). Compared to other African countries like

South Africa, Mauritius, Cape Verde, Kenya has relatively low rate of banking sector penetration as



measured by credit to private sector as a percentage of GDP (Chart 3). Inefficiency in financial
intermediation arising possibly from the structure of competition in the banking sector may be the
cause of low bank usage by individuals that does not translate from high concentration of net bank
assets in the financial sector. For instance banks are not competitive in targeting “low hanging fruits”
i.e. the underserved markets to increase market share. Contrastingly, these statistics may also indicate
that competition in the financial sector by other financial service providers is rising as non-bank
financial institutions such as mobile network operators (MNOSs) fill the gap left by the banking sector.
The 2015 Brookings Financial and Digital Inclusion Project (FDIP), which measures financial
inclusion in four broad dimensions: country commitment, mobile capacity, regulatory environment,
and adoption of traditional and digital financial services, has ranked Kenya 1st among 21 with 89
percent compared to South Africa, 9 percentage points behind and this is largely driven by mobile

network operators driving mobile financial services (Chart 4).

Chart 3: Credit to the Private Sector (as a Share of GDP — 2015)
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Table 2: Financial Sector Assets as Percentage of Kenyan GDP

Indicators (As % of GDP) 2012 2013 2014 2015
Banking Sector Net Assets 54.69 57.14 60.87 69.14
Micro Finance Assets 0.88 1.06 1.06
Pension sector Assets 12.88 14.73 14 14.93
Insurance Assets 7.3 7.74 7.96 8.91
Saccos Assets (DTSs) 2.2 5.44 5.63 6.31

TOTAL 77.07 85.93 89.52 100.35
NSE Market Capitalization. 29.85 40.6 42.93 38.25

Source: Kenya Financial Stability Report 2015

Chart 4: Kenya ranked first in financial inclusion by FDIP rankings
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Consequently, banks responded differently, for instance, some banks exploited the opportunity to

create synergies with telecommunication companies by creating digital saving and credit products,

that leverage on Safaricom’s telecommunication infrastructure. Contrastingly, other banks ventured

in mobile financial services market by establishing products similar to M-Pesa to compete with the

existing digital financial products. Telecommunication players enhanced competition in the financial

sector especially with respect to the banks.

1.2.2 Kenya’s Banking Sector Efficiency



Kenya has a vibrant interbank bank with an average weighted interest rate of 7.5% in line with short
term rates and consistently high volumes indicating an active interbank market. However
segmentation has been witnessed with some high interbank rates and dynamic interbank participation.
Segmentation in the banking sector has been cited as a reason for the high cost of credit, due to lack
of a competitive credit pricing mechanism (Misati and Kamau, 2014). They attribute the segmented
interbank market to the actions of large banks in limiting credit lines to banks in the medium and

small peer group, and an asymmetric response to the policy rates in the setting of commercial bank
lending rates.

In addition to high funding costs that are experienced by different financial institutions partly due to
segmentation, the banking sector faces high monitoring costs that are passed on to the consumers.
These have been attributed to the lack of a well-functioning credit information sharing system. High
funding and monitoring costs contribute to high intermediation costs and ultimately bank inefficiency

as reflected in high interest rates spreads. The interest rate spread remains high at about 11 percent
as at July 2016 (Chart 5).

Chart 5: From early 1990's Kenya experienced high interest rate regime
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A consistently high interest rate spread over a long period of time is a strong indicator of inefficiencies
in the banking sector; it indicates monopolistic tendencies, where banks create credit allocation
inefficiencies through high interest rates at the expense of channeling credit to productive sectors
(Mwega, 2011). Variations in the interest rate spread are attributed to bank efforts to maintain high
profit margins. Kenya’s banking sector may be inefficient but still maintains high profitability. For
instance, compared to other African countries, Kenyan banking sector profitability measured by
Return on Assets (ROA) and Return on Equity (ROE) has consistently remained above its peers yet
its interest rate spreads are high (Table 3).

Table 3: Commercial banks performance comparison cross selected countries

Return on Asset (%)
2012 2013 2014 2015
Kenya 4.6 3.6 3.4 3.1
South Africa 1.3 1.5 1.5 1.5
Uganda 3.9 2.5 2.6 2.6
Tanzania 2.7 2.6 3.0 2.9
Rwanda 3.3 2.6 2.8 2.8
Burundi 3.6 2.2 1.2 1.9
Return on Equity (%)
2012 2013 2014 2015
Kenya 29.8 28.9 26.6 25.2
South Africa 17.7 18.6 18.8 20.7
Uganda 24.2 25.2 16.1 16.0
Tanzania 22.0 20.8 22.8 22.4
Rwanda 14.4 11.3 15.4 15.7
Burundi 24.8 14.1 7.8 11.6

Source: Financial Soundness Indicators (FSI), IMF 2015

1.2.3 Commercial Banks Stability

Although, Kenya’s financial sector has been stable with no evidence of systemic risk, liquidity
distribution has been skewed towards large banks with a larger deposit base and access to funding
from the interbank market. Large banks also tend to have lower capital adequacy ratios relative to
small and medium banks with higher loan-to-asset values indicating efficiency in credit allocation
relative to small and medium banks. Kenya’s Banking Sector Annual report 2015 indicates that
although large banks have a smaller margin above minimum capital to adequacy ratios when
compared to small and medium banks they have higher efficiency in capital utilization. Large banks

also tend to be more resilient to credit and liquidity risk relative to small and medium banks, due to



small and medium banks higher non-performing loans, smaller deposit base and lower liquidity ratios
(Bank Supervision Annual Report, 2015). Financial sector stability may be compromised by a non-
competitive banking sector as the vulnerabilities of some financial institutions may lead to systemic

risk due to interconnectedness of the banking sector.

1.2.3.1 Kenya Financial Sector Reforms and Outcomes

Kenya has undertaken various policy reforms to promote competition that are mostly focused on
reducing information asymmetry, monitoring, operating and funding costs of banks. Other policy
reforms with respect to competition aim to increase the number of financial institutions and
subsequently the breadth and variety of financial products. The policy to adopt mobile financial
services through the enactment of the National Payment System Act 2011 and regulations have led
to developments that may have an impact on competition; these have been driven by non-bank
financial institutions. The banking sector has leveraged on technology to reduce their costs and
efficiency by introducing digital financial products/services that ride on mobile and technology
platforms. Financial sector reforms reduced the risk of bank distress caused by governments directing

bank’s lending (government owned banks in particular) to unviable and not creditworthy borrowers.

1.3 Financial Sector Reforms

1.3.1 Credit Information Sharing Mechanism

Beck and Fuchs (2004) highlight lack of credit information for borrowers and lenders, as a structural
issue affecting competition in Kenya’s financial system, resulting in information asymmetry for both
borrowers and lenders. Kenya developed the credit reference bureau (CRB) regulations and
legislation in 2008. The CRBs are mandated to collect, store and disseminate information on
individual’s credit and borrowing behavior. The Credit Information Sharing (CIS) framework was
operationalized in July 2010. The framework promotes sharing of borrower’s credit information
among banks and other relevant financial institutions. The aim of the CIS mechanism is twofold;
firstly, to provide information to financial institutions to reduce their information search costs with
the aim of alleviating adverse selection. Secondly, to provide credit history information to borrowers
to be used to negotiate interest rates in loan contracts. In 2011, the amendment widened the scope of



the CIS mechanism to include MFBs and SACCOs, while in 2013 further amendments were passed

mandating sharing of positive and negative information.

The CIS mechanism has witnessed major developments in 2015 including introduction of new
products such as credit scoring, decision models, trigger alerts, etc. The numbers of data sources have
increased from 41 in 2014 to 325 by December 2015, of which SACCOs comprised 204 of the new
sources introduced during this period. Usage of credit information sharing by commercial banks and
Microfinance banks has been on the rise since 2010 (Chart 6).

Chart 6: Usage of credit information sharing by commercial banks and Microfinance banks
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The quality of information provided to CRBs has also increased as rejection rates by the CRBs has
reduced to 3.4% in December 2015 compared with 9.3% in March 2011 (Kenya Credit Information
Sharing Report, 2012; CBK Bank Supervision Report, 2015). We expect that the growth of the CIS
framework and the recent improvements in the framework will translate to an increase in financial
services access and lower interest spreads from lower monitoring costs as competition in the financial
sector improves.

1.3.2  Agency Banking

The Central Bank of Kenya rolled out regulations for agency banking in 2010. Agency banking allows
banks to transact through third party intermediaries with the aim of increasing financial inclusion
particularly in underserved markets with lower costs of operating for banks. The agency banking

model ameliorated the difficulties and costs of setting up “Brick” and “Mortar” branches in remote



locations such as lack of connectivity to the electricity grid, seasonal or infrequent traffic, and lack
of a road network among other costs. A bank is able to expand its operations cost-effectively, by
increasing its market share without incurring further cost of rent/occupancy and employee costs as
these are borne by the agent. The agency banking model also increases the efficiency of the bank as
the bank can leverage on technology through the use of a mobile phone facilitated by a bank agent

who is the third party. In 2012, agency banking was extended to MFBs.

The uptake of the agency banking model has been tremendous with more banks taking up agency
banking since its introduction in 2010 (Chart 7). Efficiency measured as the number of depositors per
bank employee (output per employee) has been increasing as agency banking becomes mainstream.
As efficiency increases, we expect it to translate to lower interest rate spreads and increased access
to financial services particularly in remote areas. Claessens (2005) asserts that networks such as
ATM’s and branches are significant in terms of competition in the financial sector hence agency
banking extends this view of networks. We therefore expect that the agency banking model will level
the playing field, hence intensify competition as banks that take up this model gain the advantage of

reaching underserved markets in remote areas.

Chart 7: Agency banking adoption by Commercial banks and MFB’s
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1.3.3 Deposit insurance
The enactment of the Kenya Deposit Insurance Corporation (KDIC) Act, 2014 established KDIC as

an autonomous corporate body responsible for providing a safety net for savings, banking and



payments. KDIC provides deposit insurance for all deposits in the event of a bank failure.
Additionally, KDIC manages banks under receivership and liquidation on behalf of CBK.
Membership of the KDIC is mandatory for all deposit taking institutions licensed under the Kenya
Deposit Insurance Act 2012. The coverage limit of insurance deposit is maximum Kshs. 100,000
(USD 1, 010) per depositor and as at 2015 over 80% of deposits were covered (KDIC Annual Report,
2015). Diamond and Dybvig (1983) argue that banks that are subject to bank runs can attract deposits
based on a deposit guarantee framework where investors face privately observed risks which lead to
a demand for liquidity. Therefore, membership of small peer group commercial and microfinance
banks, which are deemed to be susceptible to failure, stand to gain with deposit insurance since
depositors’ liquidity risk is transferred to KDIC. During bank runs, depositors rush to withdraw their
deposits because they expect the bank to fail. In 2016 when a commercial bank in Kenya was put
under receivership, over 80% percent of customers of the stressed bank accessed their deposits
through deposit insurance hence this did not lead to a second round bank run effect on other peer
banks that were perceived to be susceptible. Introduction of deposit insurance has consistently led to

accumulation of banks deposits signaling access to cheaper source of funds for banks (Table 4).

Table 4: Introduction of deposit insurance has consistently led to accumulation of banks

deposits
Measure June-2014 Dec. 2014 June-2015 Dec.-2015
Total Accounts 27,423,271 30,697,704 33,936,072 37,353,419
Total Deposits (Kshs. Bns) 2,188 2,385 2,631 2,674
Insurance Cover (Kshs. Mns) 213,708 224,868 246,772 244,647

Fund Growth (Kshs. ‘000s’) 47,176,750 52,165,034 54,914,117 61,726,669
Source: KDIC, 2015

1.3.4 Microfinance Banks (MFBs)

Microfinance institutions emerged as a way for the low and middle income population to access
financial services as banks high minimum operating fees barred this segment of the population from
accessing and using financial services in the early 80’s. In 2007-2008, Equity Bank Limited, a
commercial bank expanded into underserved markets of the low and middle income population by

providing financial services at affordable rates and without ledger fees. Inadvertently, Equity Bank



spurred competition between commercial banks and Deposit-taking Microfinance institutions (DTM)

in the banking sector by pursuing the same niche as that of DTMs.

With rapid growth of DTMs and commercial banks offering similar products at affordable rates,
DTMs became limited in terms of their funding base due to the public’s perception of their riskiness.
In a bid to level the playing field, enhance financial inclusion, and improve market confidence of
DTMs, they were translated to Microfinance Banks (MFBs) by an amendment to the Microfinance
Act 2013. MFBs have grown tremendously from 2010, from only 2 DTMs in 2010 to a total of 12
MFBs in July 2016 with an asset base of Kshs. 69 billion as at March 2016 (Chart 8). This is a clear
indication of reduced decline in the concentration of market power to a more competitive financial
subsector. This is expected to translate into cheaper cost of funds for MFBs. Low barriers to entry
and exit have generally led to greater product differentiation, lower cost of financial intermediation,
increased access to financial services, and enhanced stability (Claessens 2009). The legal reforms to
MFBs has reduced barriers to entry and we envisage this to have a positive effect on financial access
and stability of MFBs.

Chart 8: MFB’s have recorded significant growth since 2010
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1.3.5 Mobile Financial Services

Mobile financial services (MFS) arose from the Safaricom Limited Mobile money transfer services
dubbed (M-Pesa), a transaction channel that allows people to transact through the use of a mobile
phone and a third party agent. As M-Pesa became popular, telecommunication companies began to
exploit the opportunity of using their telecommunication infrastructure to develop financial services
that would be accessible “at the touch of a button”, affordable and with limited requirements of
documentation. MFS have revolutionized the financial sector in Kenya. As at 2015 MFS related
financial activities had almost tripled since 2010 (Table 5). The expansion of MFS is attributed to
adoption of mobile money transfer services by different institutions comprising of both financial and
non-financial, including banks, pensions, SACCOs, merchants like microfinance institutions (MFI),
NGOs, insurance, government agencies, among others for cash disbursement and repayment of loans
and salary payments as well as purchases of goods and services. The trajectory of MFS maintained
an upward trend as various financial services have been integrated to the payment system including,

credit, savings, deposit, insurance and pension financial products.

Table 5: Kenya MFS Mobile Money Transfers

Year| 2010 2011 2012 2013 2014 2015
Total number of agents 39,449 50,471 76,912 113,130 123,703 143,946
Total Mobile money transfer accounts (million| 16.4 19.2 21.1 253 25.2 31.6
Total number of transactions (million) 311 433 575 733 911 1,114
Total value of transactions (Ksh billion) 732.2 1,169.20 1,537.50 1,901.57 2,371.79 2,816.10
Average value per transaction (Ksh) 2,354 2,700 2,672 2,594 2,604 2,528

Source: Kenya Financial Stability Report 2015

1.3.6 The Horizontal Repo

The Master Repurchase Agreement, otherwise known as the “Horizontal Repo”, was rolled out in
September 2008 by CBK with the aim of enhancing the intermediation process. Segmentation in the
interbank market meant funding costs were considerably high for the small and medium peer groups
of banks who have a smaller deposit base relative to banks in the large peer group (Bank Supervision
Annual Report, 2015). Small and medium banks tend to have few credit lines with the main lenders
in the interbank market where they obtained loans at significantly high rates at times. Due to these
high funding costs and limited funding sources, there is a greater chance of banks in the small and
medium peer groups passing these costs onto the consumer through lending rates. This segmentation

inhibits development of the interbank market and may augment liquidity challenges for banks with



limited funding sources. Hence, segmentation contributes to high intermediation costs, and impedes
financial sector development. Therefore, an active horizontal repo market can level the playing field
by providing liquidity to banks perceived as vulnerable thus promoting competition in the banking
sector.

1.3.7 Kenya National Payment System Act

The enactment of Kenya National Payment System Act 2012 provided the necessary legal framework
to govern payment system in Kenya. An efficient, reliable and safe payment services, and settlement
house, enables banks and customers to transact in real time and at a reduced cost, thus promoting
adequate liquidity to the banking system. The introduction of a regional payment system is expected

to unlock capital flows to fund banks’ balance sheet hence promote financial deepening.

1.4 Literature Review

Empirical literature defines and measures financial development in several ways. As Huang (2011)
posits there is no single aggregate measure for financial development. Huang (2011) outlines the
various widely used indicators for financial development and categorizes into various groups such as
measures of financial efficiency, measures of financial size and measures of financial intermediation
(also known as financial depth). Huang (2011) indicates that these measures reflect different elements
of financial development as measured by principal component analysis and are thus determinants or
can be used as proxies of financial development. Levine et.al (2000) define financial development as
financial intermediation measured by ability of financial system to efficiently mobilize and allocate
savings, lower transaction costs, control the pooled risks. Beck (1997) defines financial development
as an increase in; financial depth, financial intermediation, credit to private sector, and private sector
credit to GDP. Other measures of financial development include money supply as a proportion of

GDRP, total financial assets to GDP, stock market capitalization to GDP, among others.

Claessens & Laeven 2005, Levine, Loayza & Beck, 2000, Besanko & Thakor 1992, Allen & Gale
2004 found a positive association between increased competition and financial development via
increased efficiency, greater intermediation and stability. Claessens and Laeven (2005) find a positive
relationship between a competitive banking sector and the growth of industries, where a more
competitive banking sector provides vital financing to financially dependent industries enabling them

to seize growth opportunities. Similarly, Besanko and Thakor (1992) find that heightened competition



lowers the cost of intermediation reducing the cost of capital for non-financial firms resulting in
higher growth. Petersen and Rajan (1995) argue that too little competition through intensive market
power reduces relationship lending, while Petersen and Rajan (1994) and, Boot and Thakor (2000)
argue that too little competition ties borrowers to a particular institution discouraging borrowers from
entering a lending relationship with such banks. Chong et al 2013 find that an increase in bank
competition reduces financial constraints on Small and Medium Enterprises (SMES), increasing their
access to finance. These studies illustrate that an increase in competition is associated with greater
access to financial services, the financial depth element of financial development.

Competition and efficiency of the banking sector is vital in ensuring that resources are allocated to
the most productive sector. Pagano (1993) argues that banks with significant market power are able
to charge higher lending rates and offer savers a lower deposit rate resulting in a reduction in credit
to productive sectors of the economy. Acikalin and Sakinc (2013) suggest that bank competition is
strongly related to innovation which increases efficiency and provides higher social welfare. In the
case of perfect competition, prices are reduced to equate the price to the marginal cost, this erodes
excess profits and enhances social efficiency to its optimal level.

Literature has been debating between the competition-fragility and competition-stability hypotheses
for several years. According to the competition-fragility hypothesis, an increase in competition
reduces the market power of banks and results in fragility as banks take on risk to increase eroded
profit margins. On the other hand, competition-stability hypothesis posits that competition reduces
the probability of bank failures. Proponents of the competition-stability hypothesis suggest that
concentrated banks increase fragility through too-big-to-fail mentality and thus take on more risk.
Allen and Gale (2000, 2004) indicate a less concentrated banking sector with many banks is more
susceptible to banking crises. Hong et al (2012) find that concentration is inversely associated with
bank risk and thus increased competition lowers bank risk. In a study of over 2,000 banks in Europe,
Schaeck and Cihak (2010) conclude that competition promotes stability by encouraging banks to
increase capital ratios particularly where there are lower regulatory restrictions on banks. In a later
study on panel banking data for European countries, using a different measure of competition Schaeck
and Cihak (2013) corroborate their previous findings of a positive link between competition and
stability and conclude that competition is stability-enhancing. Opponents of the financial

consolidation and stability nexus argue that there may be negative direct and indirect consequences



of financial consolidation due to heterogeneity of financial systems. Amel et al. (2002) points out the
heterogeneity of banking systems such as the distinction between commercial banks and investment
banks, retail and wholesale banking and bank-led versus market-led financial sectors as determining
factors on the impact of financial consolidation on risk taking and profitability. They further show
that financial consolidation may not necessarily mean that larger consolidated institutions are safer
and more profitable as these institutions may have different risk taking strategies than the smaller
individual institutions within them. Further, the consolidation may not result in increased profitability
as the financial institutions may experience diseconomies of scale thus offset any economies of scale

gained from the larger firms in the merger.

A holistic view of competition on various facets of financial development is vital to determine
whether there is a tradeoff between increasing access and ensuring resilience of the institution. Dell
A’riccia and Marguez (2004) point out that even as increased competition increases access to
financial services, as financial institutions take on risky lending, they weaken their lending standards
as was the case in the U.S. Sub-prime loan market. Shaffer (1998) counters the benefits of competition
in the banking sector. He argues that, commercial banks main function is to screen and separate
prospective borrowers into categories by quality. He finds that the probability of adverse selection
increases as the number of bank competitor’s increase due to imperfect screening technologies.
Therefore, the rejected customer (either of high or low quality) can continue to apply and access
credit from competing banks. The greater the competition among banks, the higher the likelihood of
selecting low quality applicants, leading to "winner's curse". Cao and Shi (2000) confirm Shaffer’s
(1998) arguments and empirically demonstrate that a bank extending a loan in a highly competitive
market may be "wining the right to fund a lemon". Cetorelli (2001) affirms that, as the number of
competing banks increase in the market, it exacerbates the winner's curse, the number of banks active
in performing screening and competing to supply credit would actually fall; as a result, loan interest
rates would be higher and credit quantities smaller than in a market with fewer banks. Although
access to finance and stability are elements of financial development, during periods of financial
fragility such as the global financial crisis, regulation prioritizes financial stability to increasing
access to finance. This begs the question whether competition can have asymmetric effects on

financial development. For instance, is competition negatively correlated with financial development



if it increases financial depth at the cost of banking sector stability? Schaeck and Cihak (2013) resolve
this apparent conflict between the two indicators of financial development by linking efficiency to
stability. Schaeck and Cihak (2013) establish a link between efficiency and stability such that any
reforms that improve efficiency in banks promotes stability, hence promoting financial development.
Literature (Schaeck and Cihak (2013); Flamini et al, (2009); Guzman (2000,)) illustrates the positive
association between depth, efficiency and stability. Flamini et al (2009) find although there is high
risk in Sub-Saharan Africa, banking sectors and market power have kept returns high in SSA banking
sectors, thus promoting persistence of profit, the ploughing back of these profits has promoted safer
banks thus supported stability. Guzman (2000) finds that banks in a monopolistic economy have a
depressing effect on economic growth as these banks ration credit more than banks in the competitive
environment where credit rationing conditions exist. Additionally he found monopoly power in
banking to be inefficient since it led to excessive monitoring even without credit rationing. In banking
sectors with monopoly power, loan rates are higher, increasing likelihood of default. Banks aim to
maximize profitability often times by increasing efficiency. By increasing efficiency banks minimize
risks and decisions that may be costly and in so doing safeguard their stability. Financial development
is thus a combination of depth, efficiency and stability as these studies suggest.

Claessens (2009) provides a broader perspective of the unique nature of competition in the financial
sector due to various networks, complexity and the greater affinity to the positive effects of
competition while neglecting the disadvantages of competition and the tradeoff between competition
and other objectives for the economy and financial sector. Existing literature raises a number of issues
about competition and financial development. Competition does not always lead to financial
development; therefore, we must be wary of the negative effects of competition. In addition, there
seems to be an optimal level of competition, and therefore it is important to accurately measure
competition. This will enable determination of the level of competition that produces desirable effect
on financial development. We must also be cognizant of network effect that is prevalent in the
financial sector, such as distribution network channels that include ATM, branches, branchless
banking; funding networks and other networks such as counter-party exposures and cross border
exposures. In evaluating the effects of these financial sector reforms, we have to take into

consideration the time lag between the implementation of the reforms and their outcome.



1.4.1 Measures of Bank Competition and Financial Development

The definition of financial development in this paper borrows from Levine et.al (2000) and Beck
(1997) measures of financial development namely; efficiently mobilize and allocate savings, lower
transaction costs leading to increased financial access, and increased stability in the financial system.
Over time different empirical models have been developed to examine the relationship between
competition and financial development. These models can be broadly classified as structure-conduct

performance models and structure-conduct dynamic model.

1.4.1.1 The Structure-Conduct-Performance Model

Concentration Ratios including the ‘K’ bank concentration ratios (CRk), Herfindahl-Hirschman
Index (HHI) and Lerner Index are underpinned by the Structure-Conduct-Performance model.
According to this model, market structure drives conduct which is reflected in performance. These
ratios are based on the assumption that higher market power indicated by high ratios, result in super-
normal profits due to monopolistic tendencies. Concentration ratio (CRk) indicates the market
structure of ‘K’ firms in the economy, where ‘K’ is the number of largest firms. It uses market share
of the ‘K’ to indicate the degree of oligopolistic competition in an economy. This is calculated as the
sum of K’s firm market share and can range 0% to 100%, where 0% percent indicate perfect
competition (least monopolistic competition) of ‘K’ and 100% indicate monopoly or strong elements

of oligopoly of ‘K’.

The CRk suffers several drawbacks such as; excluding market share of all firms and heavy reliance
on a few large banks, hence it endogenously determines the result, to some extent. In addition, it does
not consider important information such as distribution of the firm size, business model, and other
indicators of bank performance. These limitations led to development of Herfindahl-Hirschman index
(HHI) which measures a firm’s size in relation to the industry. The HHI is calculated as a square root
of the sum of the squares of the market share of each participant in the market. The HHI ranges from
0 to 1 representing a large number of small firms when closer to 0 and a single monopoly when closer
to 1. An increase in the HHI ratio indicates lower competition and higher market power, while a

decline in the ratio indicates an increase in competition and lower market power. This ratio is



considered a standard tool of measuring concentration, as it gives more weight to larger firms.
Although, the HHI index considers all banks and hence is better than the concentration ratio, it does
not consider other factors that may impact competition and therefore assumes competition is

exogenous.

Lerner Index measures market power by differentiating between the price (interest rate) and marginal
cost taking into consideration divergence between product price and marginal production cost (Berger
et.al 2009). Lerner Index is a superior measure of competition under the Structure-Conduct models
due to its accuracy in measuring market power located between perfect competition and maximum
market power (Demirguc-Kunt & Peria 2010). However, Lerner Index is a static measure of
competition hence suffers from accurately measuring market power in a dynamic and ever-changing

operating environment.

The drawback of these measures necessitated the development of better measures of competition The

Structure-Conduct-Dynamic Model such as the Panzar-Rosse and persistence of profit (POP) models.

The Structure-Conduct-Dynamic Model

The Panzar-Rosse (P-R) and the Persistence of Profitability (POP) models are underpinned by
structure-Conduct and dynamic performance firms. They seek to measure degree of competition in
relation to dynamic nature of operating environment (Claessens 2009, Goddard 2011).

i) Panzar - Rosse (P-R) Model
The Panzar - Rosse (P-R) model measures the degree of competition with respect to the actual
behavior of (marginal) bank conduct. Under perfect competition, an increase in input prices raises
both marginal costs and total revenues by the same amount as the rise in costs. Under a monopoly,
an increase in input prices will increase marginal costs, reduce equilibrium output and consequently
reduce total revenues (Claessens 2009). The PR model provides a measure (“H-statistic”) of the
degree of competitiveness of the industry, which is calculated from reduced form bank revenue
equations as the sum of the elasticities of the total revenue of the banks with respect to the bank’s
input prices. The H-statistic falls between 0 and 1, where closer to 0 is collusive (joint monopoly)

competition, closer to 1 indicates monopolistic competition and 1 is perfect competition.



Panzar-Rosse (1987) demonstrate that when a bank faces a demand curve with constant elasticity and
a Cobb-Douglas technology, then the magnitude of the H-statistic can be interpreted as an inverse
measure of the degree of monopoly power, or alternatively, as a measure of the degree of competition.
Rozas (2007) states that P-R is a static approach, a critical feature of the empirical implementation is
that the test must be undertaken on observations that are in long-run equilibrium. In previous studies,
testing for long-run equilibrium involves the computation of the H-statistic in a reduced-form
equation of profitability, using a measure such as ROE or ROA in place of revenues as the dependent
variable. The resulting H-statistic is supposed to be significantly equal to zero in equilibrium, and
significantly negative in case of disequilibrium. This empirical test has traditionally been justified on
the grounds that competitive markets will equalize risk-adjusted rates of return across firms such that,
in equilibrium, rates of return should not be correlated statistically with factor input prices.

i) The Persistence of Profitability (POP)
POP hypothesis developed by Mueller (1986) rectify the weakness of the static models (Goddard
2011). Static models were found to be good in identifying causal relationships when markets are in
equilibrium, however they only provide a snapshot of a dynamic competitive process (Claessens and
Laeven, 2004; Shaffer 2004). On the other hand Dynamic model such as POP measures competition
taking into consideration both the structure and conduct-based competition indicators such as
association between high competition and high profitability (Claessens 2009). POP models the
dynamic firm level profits to overcome the problems of static, cross-sectional models such as Lerner
Index. POP is based on two conditions only. The first assume the banks operate in environment where
there is free entry and exit such that the market activities sufficiently eliminate any abnormal profit.

The second assume all firms profits tend to converge in long-run identical values.

Previous empirical studies on persistence of profit in banking are relatively scant. However the
available studies (Berger et al. 2000; Goddard et al. 2004a; Agostino et al. 2005; Knapp et al. 2006;
Bektas 2007;, Athanasoglou et al. 2008; Flamini 2009) found an average persistence of profit
estimate, in the form of a first-order autoregressive coefficient in a time-series regression of firm-
level normalized profit rates, in the range 0.4 to 0.5. Additionally, the persistence of profit has been

found to be lower in developing countries than in developed countries. This pattern is attributed to



lower sunk costs of entry, faster economic growth, the role of government etc. variations across

countries
1.5 Financial Development and Competition Models

1.5.1 Data and Methodology

The data utilized in this investigation is commercial bank and MFB’s data, grouped into small,
medium and large peer groups as per CBK’s classification. The monthly data covers the period 2011
to 2016. This period is chosen as most financial reforms occurred in 2010 and due to the time it takes
for these reforms to impact behaviour of the banks, we allow a lag of one year and begin investigations
in 2011.

We consider the effect of competition on increasing access to financial services, increasing efficiency
in intermediation and fostering stability. We therefore expect to see the benefits of a competitive
banking sector through these three main channels, as well as its spill over to the rest of the financial
sector and the economy as a whole. To enable us to make inferences on competition and access;
competition and efficiency in intermediation and competition and stability, we chose to estimate three
main measures of competition (concentration ratios, Panzar — Rose and Persistence of Profit) from
the wide literature and measures of competition. Concentration measures derived from the structure-
conduct-performance would enable us to make inferences on competition and access. The Panzar -
Rose model underpinned by industrial organization and market behavior theory would enable us to
better understand competition and efficiency in financial intermediation by looking at banks’
marginal behavior. The Persistence of Profit model according to literature on competition and
stability would enable us to consider the dynamic nature of competition and bank stability. Other
measures such as the Lerner Index are static in nature hence not accurate in measuring market power

in a dynamic industry.

1.5.2 Models
We first estimated two concentration ratios, the ‘K’ bank concentration ratios (CRk) (equation 1) and

the Herfindahl-Hirschman index (HHI) (equation 2) as follows;
CRx = Y¥_;s; equation 1

HHI = Y, s? equation 2



Where the ‘k’ is the number of largest firms in Kenya and the ‘n’ represents the number of all
commercial banks and MFB in Kenya and ‘S’ indicated the market share proxied by total assets. We
calculate concentration ratios to determine competition level as well as access to finance as measured
by total assets. According to the structure-conduct-performance theory, we expect that if market share
is concentrated in a few large banks, then there is low competition in the market. In Kenya, the large
banks account for 65% of total lending (Bank Supervision Report, 2016), thus we expect low
competition and that access to financial services mainly credit allocation will be driven by a small
number of banks who control the market. Therefore, concentration measures will enable us to

consider competition and access to financial services as these will both be measured by total assets.

To test the degree of bank competition with regard to efficiency in utilizing its inputs (deposits, and
labour) in the intermediation process of transforming deposits into loans, we consider marginal bank
behavior by estimating the Panzar-Rose model. Prior to estimating the Panzar-Rose model, we have
to ensure that it is in equilibrium meaning the banking sector’s rate of return is not correlated with
factor inputs prices. We therefore estimated the Panzar - Rosse (P-R) model in equilibrium (equation
3):

ln(ROAl-,t) =a+ ln(wl-,t) + 0, ll’l(WZi,t) + 05 ln(w3i,t) + Y1 ln(yZl-,t) + VY2 1n(y3l-,t) +
Y3 In(UNF;) + y, In(Stbill,) + &, equation 3

Where ROA.; is the rate of return proxied by the ratio of net income to total asset is the dependent
variable while input prices wit, w2it and w3i: were the factor inputs and thus the independent
variables (wi is the input price of funds proxied by gross interest expense over total deposits, w2it is
the input price of labour proxied by administrative expenses over total assets, w3i is the input price
of capital/equipment proxied by other operating income over total assets). The factor inputs should
not be correlated with the rate of return in perfect competition as all banks are price takers. Control
variables included proxies for credit risk, bank size and the macroeconomic environment measured
by inflation and the 91-day Treasury bill rate (y2i: net total loans over total assets is included as a
proxy for banks credit risk, y3,i which is total assets is included as a proxy for bank size, INF; a

proxy for inflation and Stbill; a proxy for the 91-day Treasury bill rate). Control variables are



included to account for other factors that may positively or negatively affect a bank’s profitability.

We estimated the Panzar-Rose model (equation 4) as follows:

In(P,;) = a + By In(wy,) + B2 In(w2;) + Bz In(w3,) + v1 In(y2;,) + v2In(y3;) +
In(INF; ;) + In(Stbill; ;) + &+ equation 4

Where piis the output price of loans as the dependent variable, proxied by the ratio of gross interest
revenue over total assets. The independent variables (factor input prices) and the control variables are
similar to those in equation 3. This is similar to the manner prescribed by Panzar-Rosse (1987).
Equation 3 and equation 4 are estimated in pooled panel OLS as well as the fixed effects model. The
pooled panel model assumes all banks are homogenous, while the fixed effects model aims to
distinguish bank specific factors that can affect their efficiency such as corporate governance,
business model, etc. We compute the Panzar — Rose H-Statistic as the summation of P1+B2+f3
otherwise known as the marginal cost. The model in equation 4 aims to compare this marginal cost

with the output price.

We also estimated the Persistence of Profitability (POP) model (equation 5) to test whether the market
makes supernormal profits in the long run which may indicate low competition. Although we estimate
the POP to determine competition, if these profits are ploughed back to increase banks capitalization
we can observe bank stability using POP. We estimated POP using an autoregressive model due to
the fact that, the model considers past performance in determining current and future performance.
Therefore, due to this feature of the autoregressive model we are able to observe persistence. The

model is as follows:

roa;; = a+ [ ln(roai,t_l) + frroa;e—q + V1 ln(yZl-,t) + 72 ln(y3i,t) + Y3 ln(INFi,t) +
YaIn(Sthill;,) + In(wy) + In(w2;,) + In(w3;,) + ;¢ equation 5

Where roai,: is the profit rate proxied by net income over total assets as the dependent variable, the
independent variable is lagged profit rate (roai,1 is the lagged proxy for the profit rate) and credit
risk, bank size, inflation, the 91-day Treasury bill rate and factor inputs wi w2it, and w3 are control



variables (y2 is the proxy for credit risk and y3 is the proxy for bank size, INF: a proxy for inflation
and Stbill; a proxy for the 91-day Treasury bill rate, wi is the input price of funds proxied by gross
interest expense over total deposits, w2it is the input price of labour proxied by administrative
expenses over total assets, w3i; is the input price of capital/equipment proxied by other operating
income over total assets). Although the POP model uses markup calculated as total income over total
expenditure, return on asset can also be used as a proxy as shown in the approach in Mueller (1986)
and McMillan (2009). We decided to estimate the POP model following the approach of Mueller
(1986) due to the fact that the Kenyan banking sector has a ROA higher than those in its peers in the
East African region and South Africa as well (Table 1). We therefore, believe that ROA would be a
better proxy for profit persistence in the model. As Kenya’s ROA is the highest across comparable
economies we expect to see profit persistence. We also expect to see stability through higher capital
ratios for banks with profit persistence.

1.5.3 Robustness of Models

To ensure that the banking sector is in equilibrium before running the Panzar Rosse model, we
estimated an equation where we regressed return on asset on factor inputs to ensure that there was
no correlation between the return on asset and factor inputs. This assumption underpinning the PR
model is that in equilibrium all players (banks) are price takers in the market as they are not able to
influence their factor inputs. The Panzar Rosse H statistic is only valid if the model is in equilibrium.
The regression on equation (3) above confirmed that there was no correlation between the return on
asset and factor inputs and that the model was in equilibrium thus our estimated H- statistic is valid
and inferences can be made from it. The return on asset was applied to the persistence of Profit model
as prescribed by Mueller (1986) which is a better measure for profit than the typical ratio of total
income divided by total expenditure. By using ROA, the POP model yielded results that can be easily
compared and corroborated with other metrics of profitability in the banking sector. Return on Asset
is also computed in a similar manner for banks and Microfinance banks hence it is possible to compare
the POP from both by using ROA as the dependent variable instead of mark up. The coefficients in
the Panzar Rosse and Persistence of Profit model were tested using t-tests of significance at the 10%,
5% and 1% level of significance. The R2 was compared with the adjusted R2 of both the Panzar
Rosse and Persistence of Profit to ensure robust results. In addition a wald test was undertaken on the

coefficient of the Panzar Rosse H-statistic for both the banks and Microfinance and the wald test



confirmed that the H-statistic was significantly different from zero and thus statistically significant
The diagnostic tests for serial correction and endogeneity were undertaken using the Durbin Watson

statistic to ensure robustness of results.

1.6 Results

The Concentration Ratio (CRk) indicates that the five large banks out of a total of forty-three banks
in Kenya comprise over 50% of the market share between 2011 and 2015 (Table IlI), indicating a
decline from 75% from the findings of Mwega (2011) for the period 1998-2008. The CRk indicates
that market power of the banking sector declined marginally from 2011 to 2014, and therefore
competition increased during this period. The HHI confirms that Kenya’s banking sector faces
moderate competition corroborating the CRk findings that competition has improved over the period
in review (Table IV). HHI results indicate that competition has improved most among the large banks
as their market power has been declining from 2011 to 2015, while competition among medium and
small banks has remained the same over the same period. These findings supports the link between
financial access and competition as 3 banks categorized as large banks by market share dominate
agency banking accounting for 87% of all bank agents in the market, where access is measured by
number of banks agents (Bank Supervision Department Report, 2016).

Table 111: Commercial Banks and Microfinance Banks (MFB) Concentration Ratios

Concentration Ratio (CRk)

Total Assets Market Share Total Assets ] Market Share

Largg Mediun| Smal| Large Mediul Smal| Large Mediu| Smal| Largg Mediu| Smal
Bankg Banks | Banky Bankg m Bank{ Banky MFB| m MFB| MFB| MFB| m MFB| MFB

2011 0544 0.367 | 0.090 0.561 0.354| 0.085 0.912 0.080| 0.007 0.903 0.093| 0.005
2012 0.530 0.374| 0.097 0.543 0.361| 0.099 0.915 0.069| 0.016 0.910f 0.076| 0.014
2013 0512 0.391| 0.091 0.521 0.380| 0.098 0.91§ 0.059| 0.023 0.911] 0.068| 0.02C
2014 0.488 0.427 | 0.085 0.503 0.408| 0.089 0.936 0.042| 0.023 0.932] 0.047| 0.021

2015

0.499 0.423| 0.079 0.505 0.411] 0.084 0.937 0.036| 0.028 0.933 0.042 | 0.025




Table IV: Commercial Banks HHI
HHI (Total Assets)
All Banks  Large banks Medium banks Small banks

2011 0.251 0.225 0.109 0.023
2012 0.246 0.222 0.104 0.024
2013 0.239 0.211 0.110 0.025
2014 0.237 0.209 0.109 0.025
2015 0.241 0.214 0.109 0.022

The Panzar — Rose H-statistic of the entire banking sector is 0.625 indicating Kenya’s banking sector
structure is that of monopolistic competition. The H-statistic is interpreted as the summation of the
beta coefficients of the three main factor inputs. The higher the summation of the beta coefficients
i.e. the H-statistic, the higher the level of competition. The H-statistic in relating factor inputs to the
output price indicating efficiency in intermediation. For instance, the H-statistic can be interpreted as
the return, for a 1 unit increase in factor inputs, output price rises by 0.65 units. The higher the return,
the higher the H-statistic, therefore the higher the efficiency in intermediation. From the H-statistic
we can infer the positive correlation between an increase in competition and increase in efficiency in
financial intermediation. Whether there is causality and the direction of causality is a matter for
further research but this positive link between competition and efficiency in intermediation is
corroborated by various literature on the same.

In comparison with the H-Statistic estimated by various researchers (Mwega, 2011, Gudmundson et
al., 2014), competition has increased in the banking sector during the period 2011-2016. The H-
statistic (Table V) affirms the findings from the HHI and CR that the greatest competition in the
banking sector is from the large bank peer group which has been increasing over time, while the small
peer banks are the least competitive. Competition among banks has increased from 0.58 between
1994 and 2001 (Buchs and Mathisen (2005), and Claessens and Laeven (2003)), 0.38 between 1998
and 2007 (Mwega, 2011) and 0.50 between 2000 and 2011 (Gudmundson et al, 2013). In comparison
to South Africa’s H-Statistic that was estimated at 0.711, South Africa’s banking sector exhibits
monopolistic competition similar to Kenya’s banking sector, though Simatele (2015) affirms that
competition is higher in South Africa’s banking sector. However, this comparison must be made
cautiously due to the influence of MFS in Kenya that does not exist in South Africa, also taking into
consideration that South Africa’s banking sector assets hold a larger proportion to South African

GDP relative to Kenya’s banking assets to GDP. This finding may be based on the argument that,



large peer group banks compete for the market share of the small peer group which tend to be niche
markets, here it is likely that the small peer group faces the greatest competition from the large banks
as they lose market share to the large banks. In terms of competition among themselves, small peer
group banks serve a unique segment of the financial market and hence are less likely to compete for
market share amongst its peers. In the Microfinance sub-sector, according to the H-statistic (Table
I11), the large MFB peer group is the most competitive within this sub-sector and compete with the
medium and small MFBs. Overall, we expected competition in the MFBs to be lower on aggregate
as they offer differentiated products and serve a niche market which tend to be geographically or
community based. This hypothesis was corroborated as we found that there is greater competition
among large banks relative to large MFBs. Particularly, since large banks compete more fiercely with
MFBs for market share as they leverage on various financial innovation to reach geographically
remote areas or niche market that have been traditionally served by MFBs such as SME lending and

micro-insurance.

Table V: H-Statistic 2011-2016

Banking Sector (Banks & Banks H-Statistic MFB H-Statistic
MFBs) H-Statistic
B1 0.465 (0.092) B1 0.119 Bl 0.0146
(0.026) (0.003)
B2 0.160 (0.069) B2 0.026 g2 0.567
(0.002) (0.205)
B3 0 (5.506) B3 0.484 B3 0.041
(0.088) (0.008)
Banking 0.625 All Banks 0.629 All MFBs 0.622
Sector

There is still an element of segmentation as large banks dominate the market hence competition is
high from large banks, which enables them to improve their efficiency and performance relative to
other peer groups as well as the MFB segment. Microfinance banks compete amongst themselves,
and banks compete with MFBs as well as among themselves. We expected that when MFBs were
accelerated from Deposit-Taking Microfinance institutions, they would attract cheaper funding from
deposits due to perceived stability hence enhance competition with banks. However, the benefits of

this policy may have been offset by technological innovations that enabled banks to reach the market



segment traditionally served by MFBs and reinforced the status quo. It could be that MFBs may not
have the technology and other capacity to retain their market by adopting these technologies. For
instance, although MFBs were allowed to operate through agency banking which could have
increased their efficiency, banks adopted agency banking faster than MFBs and contracted agents at
a faster rate than MFBs despite MFB having the first mover advantage by operating in the

geographical area where most of these agents operate from.

According to industrial organization theory, in a competitive market that allocates resources
efficiently, we do not expect excess profits to continue as new entrants share the market and profits
with the rest of the existing firms in the market. In the case of the financial sector, we expect that
when the number of financial institutions increase, assuming they offer similar products, with few
barriers to entry and exit increase, the profits of each individual financial institution declines. Banks
that were previously able to sustain abnormal profits over a long period of time for instance a ROA
of 6 percent where the average ROA is 3 percent, experience a decline in the growth of abnormal
profits as their ROA declines to the average ROA in the sector. Under the Structure-Conduct-
Performance theory, the market structure drives conduct and hence is reflected in performance, that
is to say, that in a highly concentrated market, we expect abnormal profits to persist. From the
estimation of the persistence of profit, we find that there is a relatively lower persistence of profit
among banks when compared with microfinance banks during the period 2011-2016 as observed by
the coefficient of previous period return on asset (ROA). The previous period ROA coefficient for
banks is 0.39 and indicating low profit persistence, thus affirming that competition intensified among
banks over the period under review. Compared to banks, the previous period ROA coefficient for
MFBs is 0.44 indicating profits have been more persistent among MFBs indicating less competition.
These results contradict our expectation of persistence of profit for banks compared to MFBs. The
high ROA maintained by large banks are an indication of stability through ploughing back profits in
building up capital. In terms of competition, however, although competition in the industry is
declining, large banks, due to their position in the market and market share, may indicate an element
of oligopolistic competition (Table VI). The ultimate debate lies in whether competition should be
increased at the expense of higher capital and what this effect would have on financial sector

development.



Table VI: Persistence of Profit

Dependent ROA Banks Microfinance Banks
Variable
Coefficient | t-statistic | Coefficient | t-statistic
Independent | LOG(ROA(-2)) | 0.003 0.903 0.002 0.850
Variables
ROA(-1) 0.393** 2.185 0.437*** [ 4.345
Y3 0.004*** 3.858 -0.004*** 1 -3.920
CREDRISK(-1) | -0.002** -1.978 -0.005 -0.218
INF(-1) 0.000 2.993 0.000 1.577
STBILL(-2) 0.000 -0.635 0.000 -1.533
W -0.101*** -3.121 0.416*** 4512
W2 0.122 0.225 -0.773*** | -3.615
W3 0.061 0.235 -0.136*** | -7.042
R-Squared 0.781 0.818
Adj. R-Squared 0.771 0.798
S.E 0.005 0.006
DW Statistic 2.124 1.528

** Significant at the 5% significance level. *** Significant at the 1% significance level.

The finding that Kenya’s banking sector has a monopolistic competition where large banks have
oligopolistic tendencies supports Pagano (1993) and Guzman (2000) findings that high market power
may contribute to an element of credit rationing in monopolistic competitive banks. Given the
similarities between South Africa and Kenya’s banking sector and the positive effects of reforms on
increasing competition in both countries, it is not surprising that both banking sectors face
monopolistic competition with some indication of oligopolistic tendencies, whereas in South Africa,
these are evidenced in high bank transaction fees, in Kenya, these are evidenced by high interest rate
spreads. We therefore, infer that although the policy reforms increased competition in the financial

sector, they have had asymmetric effects. This can also be inferred from the mildly active horizontal



repo market and the persistently high interest rate spread despite these reforms. Ultimately, this high
cost of intermediation may limit the efficient allocation of credit to productive sectors, and may hinder
the long run economic growth and financial development. Our findings that large peer banks which
have become more competitive over time, are also most efficient in capital utilisation as indicated by
the lowest Capital adequacy ratio (CAR) supports the argument that competition is positively

correlated with efficiency.

1.6.1 Discussion of findings

The full outcome of the various financial reforms may yet be observed as it may take time for these
measures to be fully implemented by the commercial banks and microfinance banks. For instance,
CIS currently covers only about 10% of the population taking loans from commercial banks and
microfinance banks, therefore it is unlikely that its effect will be observed on lending rates. It will
take time before the CIS mechanism can function fully and cover a large segment of the population

that it has an effect on intermediation costs.

On the other hand, some financial sector reforms have had the effect of reinforcing the status quo, as
the ones fully gaining from those reforms had various advantages that enabled them to exploit their
benefits. This is the case with mobile financial services. Most of the new products developed and
offered to the market that leverage on the mobile phone platforms, are largely driven by banks in the
large group as they had the technological expertise and capacity to adopt them. These banks, possibly
due to their technical and skill capacity in the sector, have fostered partnerships with mobile network
operators to develop mobile financial services. Some reforms have been fairly successful including
deposit insurance and the Real Time Gross Settlement system as they have evened the playing field,
deposits to medium and small banks continue to increase even after three banks were placed in
receivership in late 2015 and early 2016 signaling confidence in these once perceived vulnerable peer

groups.

The financial sector reforms are therefore working in improving competition in the banking structure,
though asymmetrically and this has had an impact on financial development via increased access to
financial services and increased bank efficiency to some extent. The financial sector reforms have
also been effective in decreasing oligopolistic behavior as indicated by the decline in persistence of
profits. The finding of oligopolistic behavior in the banking sector may indicate that large financial

institutions promote financial development by increasing financial deepening and efficiency which



corroborates Schaeck and Cihak (2013) link between efficiency and stability as large banks are capital
efficient and have been able to retain consistently high earnings that have led to their stronger capital
base. However, financial consolidation may intensify oligopolistic behavior that may have equivocal
effects on financial sector stability.

1.7 Conclusion and Areas of Future Research

The study affirms that competition has been increasing marginally in both the commercial banks and
MFBs subsector. However, large banks are the ones driving competition indicating an element of
oligopolistic competition in Kenya’s banking sector. Increasing competition has positively affected
access to financial services and efficiency in financial intermediation. Therefore, we find support for
the positive link between competition and financial development and conclude that competition
fosters financial development and there is no trade-off between financial depth, financial efficiency
and stability as these are complimentary and have a positive association to each other as literature

and empirical evidence suggests.

Although, reforms and legislation have improved competition and promoted financial sector
development, it may take time to fully realize the benefits of these reforms as implementation and
feedback effects takes time. Therefore, this study proposes that policy should limit its role to
providing an enabling environment through monitoring and enforcing current legislation thus
allowing profit maximing financial sector players to enhance competition through innovative
business models and collaborative partnerships, rather than impose additional regulation on financial

sector players.

Due to the cross border operations of a significant portion of Kenyan banks (11 banks), research on
the effect of cross border network effects on competition will enhance understanding into the impact
of these effects on competition in the banking sector. In addition, research that investigates the
optimal levels of competition will support the government as it seeks to improve competition in the

financial sector and ameliorates some of the policies currently implemented.
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2. A Fiscal Sustainability Analysis in Uganda?
By Grace A Tinyinondi®

Abstract

This paper uses the Present Value Budget Constraint (PVBC) method to test the solvency
of public debt in Uganda and estimates the fiscal reaction function as a test for fiscal
sustainability. Two periods are analyzed; 1993 to 2017, which contains key changes in the
financing landscape of Uganda in terms of increased domestic and non-concessional
financing and higher public expenditure on transport and energy infrastructure
development. The second period; 1993 to 2022, includes projections for 2018 to 2022 from
the medium term expenditure framework in the most recent Budget Framework Paper. The
results indicate that the present value budget constraint does not hold and contrary to
theory, the primary balance does not respond to the increase in the public debt with an
increase in the primary surplus (or decrease in the primary deficit). These results suggest
fiscal insolvency and unsustainable fiscal policy in both periods. In this regard, there is
need for more robust domestic revenue, which includes improving the implementation and

productivity of government projects to spur economic growth.
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1 Introduction

The 2007/08 global financial and economic crisis highlighted the importance of fiscal policy as a
macroeconomic policy tool (Romer, 2011; Blanchard, Dell’ Ariccia, and Mauro, 2010). In their post-
crisis evaluation of macroeconomic policy, Blanchard et al. (2010) noted that advanced and emerging
economies with high pre-crisis levels of debt were faced with limited fiscal space with which to
counter the effects of the crisis, while emerging economies with low pre-crisis debt levels were able
to use fiscal policy to restore stability and stimulate growth without threatening fiscal sustainability.
In the case of the Low Income Countries (LICs), debt relief and increased integration with the global
financial markets have enabled them to adopt new public financing strategies and sources. However,
while providing more alternatives, the new financing strategies pose some risks and vulnerabilities

that in turn are a risk to LICs’ fiscal space and fiscal sustainability (IMF, 2015).

The historical trend in public debt to GDP for LICs indicates a sharp debt buildup through the 1980s
followed by a reduction in the 2000s, reflecting the impact of debt relief in these countries (Abbas et
al., 2010). A post-2007/08 global financial and economic crisis review by the IMF and World Bank
revealed that there has been a gradual change in this trend in line with the new public financing
strategies embraced by LICs (IMF, 2015). The study revealed a decline in financing from multilateral
creditors and Paris Club creditors (PCCs) and increased financing from the domestic market,
international capital markets, and Non-Paris Club creditors. This was a result of improved
fundamentals in a number of LICs, a prolonged period of low interest rates in advanced economies,
and the decline in concessional financing from PCCs accompanied by the growing role of emerging
markets. In addition, there was increased non-concessional financing from commercial sources and
NPCCs* (Table 1).

* The sum of PC and NPCC does not equal to the total bilateral debt stock because countries with
continuous data on PCC and NPCC debt from 2007 to 2014 represent only around 30 percent of the
sample.



Table 1: Public debt stock in Low Income Countries by creditor, 2007 to 2014

(% of GDP)®

Type of Debt & Creditor 2007 2014
External 38.0% 33.8%
Multilateral 20.4% 16.1%
Bilateral 14.1% 13.8%
o/w Paris Club? 7.0% 3.0%
o/w Non-Paris Club? 8.0% 11.7%
Commercial 3.5% 4.1%
Domestic 14.7% 15.1%

Adapted from IMF (2015)

The IMF and World Bank study found that the improved domestic and global factors in particular
changed the financing structure of the “frontier LICs” which are LICs that have liberalized their
capital accounts and are open and more integrated with the global economy®. However, at the same
time, LICs’ closer integration into the global economy has increased their exposure to market risks
such as currency risks associated with sovereign bonds and heightened roll over risk associated with
Eurobonds that involve bullet payments. These risks are heightened by a weaker global economy in
the form of lower global commodity prices and less favorable global lending conditions as well as
growth in contingent liabilities pertaining to public-private partnerships (PPPs), pension funds, debts
from state-owned enterprises and sub-national entities, natural disasters. Bailouts of non-public
entities were also a potential risk which could increase debt levels and compromise debt sustainability

in the event of adverse economic shocks.

Uganda is a HIPC beneficiary and a frontier LIC whose public domestic and non-concessional debt
has increased significantly and therefore faces the aforementioned risks. The period analyzed in the
empirical studies on Uganda’s fiscal sustainability (Ejalu, 2016; Fedelino and Kudina, 2003) was
prior to two key events in Uganda’s fiscal policy: i) a fiscal reform in 2012/13 to issue government
securities for fiscal policy (Langford & Namanya, 2014) and ii) a scale up of public infrastructure

expenditure financed by non-concessional borrowing beginning in 2014/15 (BTTB, 2014).

s 1Based on countries with continuous data from 2007 to 2014, representing slightly over 50 percent
of the sample.

® Bolivia, Mongolia, Mozambique, Nigeria, Papua New Guinea, Zambia, Bangladesh, Cote d’Ivoire, Ghana,
Kenya, Senegal, Tanzania, Uganda, Vietnam.



The main objective of this study is to assess how these two key developments have impacted upon

Uganda’s fiscal sustainability to date.

The rest of the paper is organized as follows: Section 2.0 provides an overview of fiscal financing
and public debt developments in Uganda, Section 3.0 discusses the relevant literature, Section 4.0
explains the theoretical framework, Section 5.0 provides the empirical analysis and results and
Section 6.0 concludes.

2 Overview of fiscal financing and the public debt in Uganda

Figure 1 shows that, after an initial decline, Uganda’s primary deficit trended upwards from 2011/12
and halted in 2016/17 due to lower than programmed external loan disbursements due to the
cancellation of a World Bank budget support loan on account of social safety issues related to World
Bank projects; and slow progress in the execution of government projects (MoFPED, 2017a).
Domestic financing began to grow in 2012/13 after a fiscal reform in 2012/13 to issue government
securities for fiscal policy and was even higher than external financing in 2014/15. External financing
has increased significantly in recent years, reflecting the government’s Vision 2040 strategy to close
gaps in the country’s transport and energy infrastructure. The scale up of public infrastructure
spending and investment is expected to play a key role in spurring economic growth in Uganda (NPA,
2013). Specifically, investments to increase power generation are expected to positively impact on
growth of the industrial sector and support growth of the rural economy, investment in roads and
railway infrastructure are expected to reduce the costs of transportation and increase connectivity
between production areas and markets, including the markets of the East African Community (EAC)

Partner States, which contribute significantly to Uganda’s export earnings.



Figure 1: Evolution of the deficit, financing and public debt (% of GDP)
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The increase in external financing is largely due to growth in bi-lateral non-concessional financing,
mainly from China, for the construction of hydropower projects. Bi-lateral debt has grown from 12.1
percent of the total external debt outstanding as at end-June 2012 to 26.6 percent as at end June 2017
(Table 2). Non-concessional borrowing has been contracted at higher interest rates; a shorter grace
and repayment period compared to the concessional financing and is thus expected to increase the

debt service burden.

Table 2: Distribution of External Debt Stock by Creditor Category (% of total)

Type of Creditor 2011/12 | 2012/13 | 2013/14 | 2014/15 | 2015/16 | 2016/17
Bilateral 12.1 13.1 12.6 145 23.4 26.6
o/w Paris Club 1.6 1.8 2.2 2.2 3.0 3.8
o/w Japan 0.7 0.9 1.3 1.7 2.4 3.0
o/w Non-Paris Club 10.5 11.3 10.4 12.3 20.4 22.8
o/w China 7.0 8.0 7.7 9.6 17.8 20.3
Multilateral 87.9 86.9 87.4 85.5 76.6 70.8
o/w IDA 59.4 58.6 58.3 55.8 48.9 45.2
Commercial Bank 0.0 0.0 0.0 0.0 0.0 2.6

Adapted from Ministry of Finance DSA Report, December 2017

Fiscal outlook (2017/18 to 2021/22)

Uganda’s public debt is projected to continue increasing in the medium term up to 47.8 percent to
GDP in 2019 /20 and 2021/22 (Figure 2). It is projected to decline thereafter due to lower borrowing
following the completion of key infrastructure projects, as well as higher GDP growth as the economy
becomes more productive (MoFPED, 2017b and c). Non-concessional financing is projected to grow
to 82.8 percent of the total for the externally financed projects by 2021/22 (Table 3).



Figure 2: Outlook of the deficit, financing and public debt (% of GDP)
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Table 3: Medium term projections for external financing (US$, Millions)

Financing Source 2016/17 | 2017/18 2018/19 2019/20 2020/21 | 2021/22
Budget support (net of 171.1 49.2 40.0 40.0 40.0 40.0
HIPC debt relief)
Grants 8.8 9.2 0.0 0.0 0.0 0.0
Loans(including 162.3 40.0 40.0 40.0 40.0 40.0
revolving credit)
Externally financed 878.6 1,861.9 1,773.4 1,682.2 935.2 786.4
projects
Grants 195.6 419.4 330.2 279.1 64.1 6.0
Concessional loans 474.5 552.2 683.5 574.3 270.2 96.3
Non-concessional loans 208.4 890.2 759.8 828.8 600.9 684.2
o/w Hydro Power 120.5 336.2 246.9 209.5 0.0 0.0
Projects
o/w Other 87.9 554.0 512.9 619.3 600.9 684.2
Total 1,049.7 1,911.1 1,813.4 1,722.2 975.2 826.4
Concessional loans
(% of Total) 45.2 28.9 37.7 33.3 27.7 11.7
Non-concessional loans 19.9 46.6 41.9 48.1 61.6 82.8
(% of Total)
Hydro Power Projects 11.5 17.6 13.6 12.2 0.0 0.0
(% of Total)

Source: Ministry of Finance Uganda Budget Framework Paper 2018/19

Public debt dynamics

The dynamics of Uganda’s public debt to GDP in the most recent national DSA indicate that the
increase in the public debt is largely due to primary deficits, both historically and over the projection

period (Table 4 and Figure 3). The automatic dynamics contributed to the increase in the public debt



in 2014/15 to 2016/17 but are projected to reduce the public debt ratio to GDP over the medium term
(2017/18 to 2021) mainly due to projected real GDP growth (Figure 4). The debt stabilizing primary

balance was on average a primary deficit of 0.9 percent to GDP during 2014-2017 and a primary

surplus of 1.6 percent to GDP over the projection period. In both periods, the actual and projected

primary deficit is higher (Figure 5).

Table 4: Public Debt Dynamics for Uganda

Historical Projections
Indicator 2014/15 | 2015/16 | 2016/17 | 2017/18 | 2018/19 | 2019/20 | 2020/21 | 2021/22
Change in public
sector debt 3.9 3.5 2.3 3.3 3.5 3.2 0.9 0.0
Identified debt-
creating flows 5.8 3.0 1.6 4.1 4.0 3.6 1.3 0.5
Primary deficit 2.7 2.9 1.2 4.1 5.4 4.5 2.7 2.5
Automatic  debt
dynamics 3.1 0.1 0.4 0.0 -1.4 -0.9 -1.4 -2.0
Contribution
from interest
rate/growth
differential -0.3 0.0 0.2 -0.5 -1.0 -1.4 -1.9 -2.0
o/contribution
from average
real interest rate 1.0 1.4 1.5 1.3 1.1 1.0 1.0 1.0
o/w
contribution from
real GDP growth -1.3 -1.4 -1.3 -1.7 -2.1 -2.5 -2.9 -3.0
Contribution
from real
exchange rate
depreciation 3.5 0.1 0.3 0.5 -0.4 0.5 0.5 0.0
Residual,
including asset
changes -1.9 0.4 0.7 -0.8 -0.5 -0.3 -0.4 -.05

Source: Ministry of Finance Uganda National DSA Report, December, 2017




Figure 3: Change in the public sector debt
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Figure 4: Automatic debt dynamics — Interest rate, real GDP growth and the real exchange
rate depreciation
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Figure 5: The debt stabilizing primary deficit
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3 Literature Review

The literature review begins with the theories underlying fiscal policy and public debt. According to
the tax smoothing theory developed by Barro (1979), fiscal deficits arise from a difference in the
timing of expenditure and taxes. The theory assumes exogenous government expenditure and optimal
constant tax rates that should not follow the uneven pattern of government expenditure. However, the
tax rates may be adjusted in events such as war or peace and boom or recession. Thus, in the face of
rising expenditure (e.g. during war), the government could raise the tax rate which would imply that
the current fiscal deficit would be smaller. On the other hand, the current fiscal deficit and real debt
would rise when output is below normal. Barro argues that primary surpluses to pay off the debt
violate the tax-smoothing theory as this policy implies a temporary increase in the tax rates. A second
theory of budget deficits developed by Barro (1989) is based on the Ricardian equivalence theorem
in which it is argued that budget deficits have no first order effects on the economy since the present
value of the additional taxes is equal to the debt. This is because the rational Ricardian investors will
increase savings in anticipation of future tax increases by the government to repay its debt. However,
the second order effects of the fiscal deficits, which include the distortionary effects of taxes, affect

the economy.

A review of the public debt theories presented and discussed extensively in Salsman (2017) indicates

that the fiscal sustainability theory is consistent with the post Keynesian theories of public debt, which



were developed following a period in which developed countries experienced a huge increase in non-
development expenditure, public debt and inflation. The post-Keynesian theories criticized the
modern theories view that public debt does not present any burden on the economy and the future
generation. The post-Keynesian theories were developed from the Keynesian modern theories that
argued that the public debt was necessary and even desirable to enable the government to stimulate

the economy.

Earlier theories of public debt (ie the classical public debt theories of the 18" century; Adam Smith,
David Ricardo and J.S. Mill) generally held a negative view of public debt. The theories reasoned
that public expenditure is to a large extent not productive in nature and therefore public borrowing
crowds out private sector income that would have been invested productively. They argued that
critical public expenditure should preferably be financed through taxation (Tsoulfidis, 2007). Later,
the neoclassical public debt theories of the 19" century were proponents of governments incurring

debt, but only under certain circumstances such as market failures.

Theoretically, fiscal sustainability assesses whether the current fiscal policy can be continued into the
long term without threatening government solvency. That is, if a particular mix of fiscal policy, in
terms of government expenditure, revenue mobilization and financing, were to lead to insolvency
then that fiscal policy would be considered unsustainable (Chalk and Hemming, 2000; Burnside,
2004). It is on the basis of this definition that the government budget constraint, the fundamental
building block of fiscal sustainability analysis, is developed. The key components of the theoretical
framework for fiscal sustainability are the single-period government budget constraint, the lifetime
budget constraint and the no-Ponzi scheme condition. According to the single period budget
constraint, the net issuance of debt is a result of gross receipts from issuing new debt minus any
amortization payments made in the period while the government’s lifetime budget constraint states
that the present value of government’s debt at the end of its life should be equal to the present value
of seigniorage revenue and primary surpluses generated over the life of the debt. The lifetime budget
constraint assumes a no-Ponzi scheme condition, implying that government will not pay its debt by

incurring new debt, but by running primary surpluses.



This study adopts this standard theoretical framework of the government budget constraint to assess
fiscal sustainability in Uganda. The theoretical framework reflects the modern public debt theories,
which are proponents of governments incurring debt to improve economic productivity, but
acknowledge the burden imposed by the debt on gross national product due as well as other

macroeconomic risks posed by the debt.

Empirical studies have employed deterministic and probabilistic methods to analyze fiscal
sustainability. The deterministic methods assume that the path of the public debt is known, based on
given parameters and they include solvency analysis based on the intertemporal budget constraint,
time series analysis of the fiscal reaction function and analysis of the dynamics of the debt-to-GDP
ratio. On the other hand, the probabilistic approaches include an element of uncertainty regarding the
path of the public debt to GDP ratio and include fan-charts for public debt dynamics.

Hamilton and Flavin (1986) founded the empirical framework to test government’s present value
budget constraint as a test for fiscal sustainability. They conducted stationarity and cointegration tests
on the primary balance and the public debt of the USA using annual data from 1960 to 1984. The
study found that both the primary balance and public debt were stationary and concluded that the
PVBC held in the case of the USA, implying that investors rationally expected the budget to be
balanced in present-value terms. Based on their finding, Hamilton and Flavin inferred that the
prevailing sentiment in Washington that current deficits could continue forever was wrong and that
there was need for the adjusted deficit series to turn into surplus.

Fiscal sustainability analyses in LICs have used the intertemporal budget constraint/PVBC
methodology which entails the use of stationarity and cointegration tests on the components of the
primary balance. Ejalu (2016) used the PVBC approach to assess the fiscal sustainability of the
countries in the East African Community (EAC- Kenya, Burundi, Tanzania, Rwanda and Uganda) in
the period 1980 to 2011 and also employed an error correction model to examine the fiscal policy
adjustments in these countries. Ejalu found that only Tanzania showed evidence of a long run
relationship between government taxes and expenditure, an indication of fiscal unsustainability while
this finding did not hold in Uganda and the rest of the EAC countries. In addition, the error correction
or response of taxes to economic changes was not statistically significant in the case of Uganda. This
finding on Uganda is similar to an earlier study by Fedelino and Kudina (2003) who also used the

budget constraint concept of the PVBC model to investigate whether the public debt levels of HIPC



beneficiaries were sustainable on the basis of current and projected fiscal primary balances. This was
based on the fact that HIPC beneficiaries had engaged in poverty reducing expenditure which meant
fiscal expansion that could potentially lead them back into the debt trap. According to their model,
debt sustainability was attained when the ratio of debt to GDP was stationary and consistent with the
overall demand, domestic and external, for government securities. The authors used annual data from
1990 to 2000 and made assumptions about creditor behavior and the macro economy to derive
simulations on debt sustainability for the next ten years. They found that Burkina, Mali, Mozambique,
Zambia and Uganda failed the fiscal sustainability test based on both historical and projected fiscal

primary balances.

The PVBC was found to hold in the case of Namibia, an upper middle income country in Sub Saharan
Africa. Zaaruka, Ndove and Tjipe (2004) used the PVBC approach to assess domestic debt
sustainability in Namibia using outturns for the period 1990/91 to 2001/02 and projections for the
period 1990/01 to 2005/6. They found evidence of a cointegrating relationship between government
revenues and expenditures and concluded that the budget deficit based on the historical data had been
sustainable and would remain so, at least in the medium term as projected in Namibia’s medium term

framework.

Mafusire (2015) used the fiscal reaction methodology by Bohn (1998) alongside calculation of fiscal
sustainability indicators based on Blanchard (1990), to assess fiscal sustainability in Swaziland over
the periods 1986-2012 and 2000-2016 (projections for 2013 to 2016). The model included a vector
of variables that affect the primary deficit, output gap, lagged primary deficits as well as the debt
variable, interest rate and GDP growth. The findings indicated all the relevant variables were
stationary and statistically significant and thus relevant in explaining movements in the primary
deficit. Using the two approaches, the sustainability of fiscal policy was found to hold in Swaziland,

but became unsustainable over the projection period.

Nzaramba (2015) estimated fiscal reaction functions for ten African countries, Algeria, Ivory Coast,
Ghana, Kenya, Nigeria, Rwanda, South Africa, Tanzania, Tunisia and Zambia from 1970 to 2012
using Bohn’s (1998) basic fiscal rule. They also introduced foreign direct investments and remittances
as variables which are important factors for African countries vis-a-vis the primary balance and the
public debt. The findings showed that four countries; Algeria, Ghana, Rwanda and South Africa had

sustainable debt paths. The findings regarding the foreign direct investment and remittances differed



across the ten countries. In Cote d’Ivoire, South Africa and Tunisia FDI was positive and significant
while in Kenya, only remittances were positive and significant. Rwanda, Tanzania and Zambia had
positive and significant coefficients for FDI and remittances while (....... ) had showed a positive sign
for the FDI variable that is statistically significant. The finding of an unsustainable public debt path
for Kenya is confirmed in the study by Ikikii (2017) based on monthly data for the period July 2000
to March 2014. The fiscal reaction function estimated by Ikikii revealed a negative response of the

primary balance to an increase in the public debt.

Ghatak and Sanchez-Fung (2006) employed the PVBC, fiscal reaction and debt dynamics approaches
to analyze fiscal policy sustainability for five developing countries in Africa and Asia (ie Peru,
Philippines, South Africa, Thailand and VVenezuela) over the period 1970 to 2000. The unit root and
cointegration tests indicated that the present value budget constraint did not hold in the five countries,
however, estimations of the fiscal reactions indicated sustainable fiscal policy, but suggested that
fiscal behavior was procyclical. The public debt dynamics showed that corrective actions were
undertaken to halt the unsustainable trend of the public debt. A later study on South Africa by Burger
et al. (2011) estimated the fiscal reaction function for the period 1946 to 2008 using various
estimation techniques, including Ordinary Least Squares (OLS), Vector Auto regression (VAR),
General Method of Moments (GMM) and Vector Error-Correction (VECM), State-Space and
Threshold Autoregressive (TAR). They found evidence of a positive response in the primary balance

to an increase in the public debt, which suggested sustainability of fiscal policy.

Abbas (2005) developed a debt sustainability framework and conducted a simulation study on Ghana,
Tanzania and Uganda to address the weaknesses of the traditional approaches to analyzing debt
sustainability such as the IMF/World Bank LIC DSA and the PVBC methodology. These
shortcomings include failure to adequately incorporate domestic debt, measurement of the stock of
debt, issues in relation to uncertainty, the links between public debt (or fiscal) and external debt
sustainability. The study found the greatest fiscal risk to be posed by declining grants and currency
depreciation, and that a post-HIPC increase in the debt/GDP ratio was positively correlated with the
size of the required fiscal surplus and more so when combined with currency depreciation. The results
also revealed that a debt/GDP increase due to domestic borrowing rather than external borrowing
required smaller increases in the primary balance. This was interpreted to mean that the cost of public



domestic debt was still slightly cheaper than the depreciation-adjusted cost associated with
concessional foreign debt. Based on these findings, Abbas concluded that the ideal financing mix for
African countries to finance poverty reduction and the current account deficit is one that has
concessional external financing contracted after taking into account the exchange rate depreciation
risk and domestic financing. Moreover, the domestic financing should be part of an explicit objective

to develop the domestic debt and financial markets, which are crucial for long-term economic growth.

This paper uses the stationarity tests by Hamilton (1986) and the fiscal reaction function test by Bohn
(1998) to assess fiscal sustainability in Uganda the period when Uganda had higher public domestic
and non-concessional external financing and a scale up of public infrastructure investment. The

analysis also includes the projections in the medium term fiscal framework.

4 Theoretical Framework

Theoretically, fiscal sustainability assesses whether the current fiscal policy can be continued into the
distant future without threatening government solvency. Thus, if a particular mix of fiscal policy, in
terms of government expenditure, revenue mobilization and financing, were to lead to insolvency
then that fiscal policy would be considered unsustainable (Chalk and Hemming, 2000; Burnside,
2004). The key components of the theoretical framework for fiscal sustainability are the single-period

government budget constraint, the lifetime budget constraint and the no-Ponzi scheme condition.

This section briefly presents the theoretical framework, following Burnside (2004) with one main
modification that assumes no monetization of the deficit. The theoretical framework for fiscal
sustainability is premised on the idea that the government is faced with a flow budget constraint with
the identity:

Bt-Bri=lk-Xi-(Mi-Me1) (D)

Where, t is the time, Bt is the market value stock of public debt at the end of period t, I; is interest
payments, X; is the primary balance (revenue minus noninterest expenditure), and M is the monetary
base at the end of period t. This identity implies that the net issuance of debt between two periods is

the gross receipts from issuing new debt minus any amortization payments made in the period. We



modify this identity so that the government does not finance its expenditures by printing money and

therefore exclude the last term in the identity as follows:

Bt- Bt1= It - Xt (2

The flow budget constraint (2), is also the first step in deriving the lifetime government budget
constraint, which plays a crucial role in assessing a government’s finances, interpreting its fiscal
policies, and predicting the consequences of particular shocks to the economy for prices and exchange
rates. The lifetime budget constraint is derived from the flow budget constraint (2) which can be re-

written as:

b= (L+7) b+ 3 A+ xy (3

Equation (3) provides a link between the amounts of debt the government has at two dates: t-1 and
t+], where, b1 is the end-of-period stock of real debt in the initial period, r is the real interest rate and

Xt is the real primary surplus. The first term (1 + r)‘(f“)ij is the stock of real debt on date t+j and

the second term Z{zo(l + )=y, is the total of the primary surpluses incurred between the

periods t-1 and t+].

Imposing the condition (4), the government’s lifetime budget constraint given in equation (4):

lim(1+7)7Eby; =0 (4)
j—ooo
be-r = 2, (47" 0x, 5)

Condition (4) is a no-Ponzi game restriction that requires that at time infinity, debt should not grow
faster than the interest rate. This implies that the government is making some repayments over the
life of the debt and that the present value of future primary balances matches or exceeds the existing
stock of debt, which indicates that the government is solvent. The lifetime budget constraint (5) builds
on this no-ponzi condition to show that the government finances its initial debt through seigniorage

revenue and running primary surpluses in the future, whose present value is equal to its initial debt



obligationsThe Hamilton and Flavin (1986) hypothesis that the government is subject to a present-
value borrowing constraint implies that, expressed in expectational form to show the expectation of

creditors, the lifetime budget constraint is:

b = E; 2?;1(1 +1)70 (i = Ver)* (6)

where, expressed in real terms, r is the real interest rate on debt, it = I¢/Py; and x; = Xt/Py and vt is an
error term. Hamilton and Flavin propose a test of the null hypothesis that equation 6 holds as a test
of fiscal sustainability. Formally, Hamilton and Flavin test the equivalent null hypothesis that the
condition of (4) holds against an alternative:

lim(1+7)7Ebe; =a(l+7r)t (7)
j—oo

with a#£0. So their test boils down to whether a=0 or a#0. Equation (6) can be re-written as:
by =E ), _ A+ 7z +a(@+1)" +n, (8)

where;
ne = —E; Zzl(l + 1) ', and  z, = x; by is the debt (in market value terms ) and z is the
primary deficit in real terms.

5 Empirical Analysis

5.1 Data and methodology
The empirical analysis was carried out using two approaches, the PVBC model following the steps
in Hamilton and Flavin (1986) and the fiscal reaction function, following Bohn (1998). The data used
is annual (fiscal year) data on the primary balance, public debt (domestic and external), Composite
Price Index (CPI) and Gross Domestic Product (GDP) covering the period 1992/1993 to 2021/22.
GDP and CPI data was sourced from the Uganda Bureau of Statistics, government primary balance
and public debt data was sourced from the Ministry of Finance Government Finance Statistics

database and the central bank.

Hamilton and Flavin propose a simple test of fiscal sustainability by testing the hypothesis that

creditors expect the government budget to be balanced in present-value terms. This hypothesis



implies a stationary process in the lifetime budget constraint (equation 8) with a =0 in the regression.

When a =0, by, will be stationary, whereas for a > 0, by, will not be stationary.

be=E; Y. (1+1) 7z +a@+1)t +1, (8)

Hamilton and Flavin’s empirical test boils down to whether a=0 or a#0 and entails two steps:

1. Assume that n is stationary and test for a unit root in the primary balance (z,) using a Dickey and
Fuller test statistic. If the presence of a unit root in can be rejected, then z: may be considered

stationary, and it can be assumed that the expected future primary surpluses by

creditors,E; ). ;';0(1 + 1)~/ z,,,is also stationary.

2. Test for a unit root in the public debt (by. If the presence of a unit root cannot be rejected, then
the no-ponzi restriction (4) is rejected in favor of (7), with a#0. If the presence of a unit root can be

then it may be concluded that (4) holds.

lim(1+71)7Eby; =0 (4)

j—ooo

lim(1+7)7Ebe;j =a(l+7r)t (7)
]—)OO

6 Empirical results

Stationarity tests

Formal tests for stationarity of the variables using the Augmented Dickey-Fuller tests were
conducted. The Augmented Dickey-Fuller (ADF) test reveals that the null hypothesis of a unit root
is not rejected for both the primary balance and the public debt both in levels and ratios of GDP and
over the three periods ie 1993-2013, 2013-2017 and 1993-2022 (Tables 5). Following Hamilton and
Flavin (1986), the ADF test results indicate that the no-Ponzi condition is not met and suggest fiscal
insolvency over these periods. The results of the unit root test for the period 2013 to 2017, which
followed the fiscal reforms of 2012/13 and the scale up of public expenditure on infrastructure
projects, suggest that there was a deterioration in fiscal solvency as the series become more non-
stationary as evidenced by the higher order of integration. However, the results would need to be
validated by a longer time series as the period 2013 to 2017 provides only five observations.



Table 5: Summary Results of ADF Unit Root Test

ADF test
Variable ) N statistic 3
Augmented Dickey-Fuller Probability.  (first ~ Probability. Order of
test statistic(level) * difference) * integration
1993 to 2013
Publicdebt 0.39 0.98 -3.52 0.02 1(1)
RealDebtgdp -0.90 0.77 -3.67 0.01 1(1)
Primbalance -0.96 0.75 -4.02 0.01 1(1)
RealPrimbalgdp -1.73 0.40 -6.26 0.00 1(1)
2013 to 2017
Publicdebt 1.50 0.99 -1.39 0.50 1(2)
RealDebtgdp -0.57 0.79 -2.13 0.24 1(2)
Primbalance -1.50 4.56 -1.52 0.44 1(2)
RealPrimbalgdp -1.91 0.30 -2.38 0.19 1(3)
1993 to 2022
Publicdebt 0.31 0.97 -5.47 0.00 1(1)
RealDebtgdp -1.46 0.5414 -4.57 0.00 1(1)
Primbalance -1.69 0.43 -7.45 0.00 1(1)
RealPrimbalgdp -1.05 0.72 -7.82 0.00 1(1)
Test critical values: 1% level -3.679322
5% level -2.967767
10% level -2.622989

*MacKinnon (1996) one-sided p-values.

Notes: Lag length selection with Schwartz info criterion is used for the ADF.

Estimating the Fiscal Reaction Function

Bohn’s (1998) fiscal reaction function captures the response of the primary balance to key variables.
A positive response indicates that the government is taking actions that offset the changes in debt, for
example reducing the non-interest expenditure or increasing revenue. The fiscal reaction function can

be stated as:

pbr = F(de-1, Xt ) 9)

The primary balance in period t (pbt) responds to the existing debt (dt.1) and various control variables
(xt) through a function F(dt.1, Xt ). We follow (Burger et al., 2011; Mafusire, 2015; Ikikii, 2017) by
including as additional explanatory variables, lags of the primary balance (pbt.1), the public debt (b:-
1y and the output gap, ygapt1. Therefore, taking the lifetime budget constraint (equation 5) with the



variables expressed as ratios of GDP and including controls to address the issue of omitted variable

yields the equation:

pbt = + pbt.1 + b1 + ygapet (10)

The Augmented Dickey-Fuller (ADF) and the Phillips-Perron (PP) unit root tests in Table 6 provide
the same results, with the exception of the lag of the primary balance. Three estimation methods,
Ordinary Least Squares (OLS), Generalized Method of Moments (GMM) and the Autoregressive
Distributed Lag model (ARDL) are used to estimate the fiscal reaction function in light of the

differing results in the stationarity tests.

Table 6: Summary Results of ADF Unit Root Test

Sub Period: 1993-2017 Full Period: 1993-2022

Unit root test pbt pbt-1 bt-1 ygapt-1 pbt pbt-1 bt-1 ygapt-1
Augmented Dickey-
Fuller test -2.45 -4.10 -2.84 -2.80 -2.39 -1.35 -3.07 -3.07
statistic(level)
Probability.* 0.14 0.00 0.07 0.07 0.15 0.59 0.04 0.04
ADF test statistic -7.07 -5.55 -5.31 -5.80 -8.14 -6.45 -6.01 -6.38
(first difference)

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Probability.*
Order of integration 1(1) 1(0) 1(0) 1(0) 1(1) 1(1) 1(0) 1(0)
Phillips-Perron Test -2.34 -4.05 -3.07 -2.79 -2.27 -3.40 -2.84 -3.07
statistic(level)
Probability.* 0.17 0.00 0.04 0.07 0.19 0.02 0.07 0.04
Phillips-Perron Test -8.21 -13.15 -5.91 -5.85 -10.39 -11.21 -5.26 -6.38
(first difference)

0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Probability.*
Order of integration 1(1) 1(0) 1(0) 1(0) 1(1) 1(0) 1(0) 1(0)

Test critical values: 1% level -3.679322
5% level -2.967767
10% level -2.622989

*MacKinnon (1996) one-sided p-values.

Notes: Lag length selection with Schwartz info criterion is used for the ADF and Bandwidth
selection 1 (Newey-West using Bartlett kernel) is used for the Phillips-Perron Test

The results of the OLS, GMM and ARDL are presented in Table 7 for the historical period 1993 to
2017 and the period 1993 to 2022. Contrary to the theoretical expectation of a positive response, the
debt bt.; is negative in all the regressions although it is only statistically significant in the ARDL
model. The long run results of the ARDL indicate that the government responds to a one percentage

point increase in public debt with a 0.03 percentage point decrease in the primary balance (increase



in the primary deficit) based on the data from 1993 to 2017. The decrease in the primary balance
(increase in the primary deficit) increases to 0.36 percentage points when the medium term
projections are included. These findings indicate that the government is unable to run a primary
surplus to counter an increase in the public debt. Fiscal policy is unsustainable as adjustment will
become necessary and may only be achieved at a very high cost to the economy. The coefficient on
the lag of the output gap is positive and significant in the ARDL model, which shows that the
government responds to an increase in the output gap with an increase in the primary balance. The
coefficient increases when the medium term framework projections are included, suggesting that the

government may be planning to behave counter cyclically in the future.

Table 7: Fiscal reaction function for Uganda

Independent ‘
variable: pb; oLS GMM ARDL
Coefficient
1993 — 2017
pbt.; -0.016812 -0.016812 2.357741***
bty -0.018317 -0.018317 0.029802**
ygapt-1 -0.037607 -0.037607 0.074857**
C -4.860035*** -4.860035*** 6.507684***
R-squared 0.192236 0.192236 0.999853
Adjusted R-squared 0.076842 0.076842 0.997059
S.E. of regression 1.892777 1.892777 0.111718
Durbin-Watson stat 1.190822 1.190822 3.047226
Mean dependent var -5.883070 -5.883070 0.140565
S.D. dependent var 1.969977 1.969977 2.060076
Sum squared resid 75.23467 75.23467 0.012481
J-statistic 7.31E-30
F-statistic 1.665901 357.8759
1993-2022
pbt_; 0.165282 0.165282 0.359791
bty -0.018192 -0.018192 -0.332507*
ygapt.; -0.032442 -0.032442 1.165551*
C -3.549551*** -3.549551*** 8.791379*
R-squared 0.263953 0.263953 0.948376
Adjusted R-squared 0.179024 0.179024 0.856601
S.E. of regression 1.893894 1.893894 0.748868
Durbin-Watson stat 1.198299 1.198299 2.791446
Mean dependent var -5.488804 -5.488804 0.152632
S.D. dependent var 2.090213 2.090213 1.977569
Sum squared resid 93.25771 93.25771 5.047226
J-statistic 1.59E-29
F-statistic 3.107943 10.33365
Breusch-Pagan LM
Serial correlation
Prob. F (2,7) 0.1891
Breusch-Pagan
Heteroscedasticity
test. Prob F (16,9) 0.5959
t-Bounds test 12.35187
F-statistic Test critical values:
10% level: 3.2
5% level: 3.67
2.5% level: 4.08
1% level: 4.66




Source: Authors’ computations
*significant at 10 percent level of significance, ** significant at 5 percent level of significance, ***
significant at 1 percent level of significance.

Robustness tests

We use the serial correlation LM test to verify whether the residuals from the ARDL model are
serially uncorrelated. We fail to reject the null hypothesis that the residuals are serially uncorrelated
since the F-statistic probability value of 0.1891 is not statistically significant at the 1 percent, 5
percent and 10 percent levels of confidence (Table 7). We therefore conclude that the residuals are
serially uncorrelated. We also fail to reject the null hypothesis that the residuals are homoscedastic
i.e. the error term is the same for all the values of the independent variables since the F-statistic
probability value is 0.5959, which is not statistically significant at all the three levels confidence. The
bounds test for cointegration has a statistic value of 12.35187 which is greater than the 1(1) critical
value bound, thus we reject the null hypothesis that there is no long run equilibrium relationship
amongst the variables.

7 Conclusion and Recommendations

Using the standard method for fiscal sustainability analysis, the Present Value Budget Constraint
(PVBC) model, we fail to reject the null hypothesis of stationarity for the primary balance including
grants for the periods 1993 to 2013, 2013 to 2017 and 1993 to 2022, which includes projections in
the medium term expenditure framework. The results of the unit root test for the period 2013 to 2017,
which is the outturn period following the fiscal reform implemented from 2012/13 and the scale up
of public expenditure on infrastructure projects beginning 2014/15, suggest that there was a
deterioration in fiscal solvency as the series become more non-stationary as evidenced by the higher
order of integration. However, the results would need to be validated by a longer time series as the

period 2013 to 2017 provides only five observations.

We also find evidence of a long run cointegrating relationship between the primary balance and the
public debt with a negative and statistically coefficient on the public debt. This is contrary to the
theory which postures that the government should run a primary surplus in response to increases in

the public debt. The results suggest fiscal insolvency and unsustainable fiscal policy in Uganda over



the periods analyzed. This result implies that Uganda will have to run primary surpluses sooner than
projected in the medium term expenditure framework in order to improve its public debt dynamics
and increase the fiscal space within which Government will be able to respond to fiscal shocks
without great cost to the economy. This calls for increased domestic revenue mobilization, and an
improvement in the implementation and productivity of government projects to spur economic

activity and generate more revenue.

The government of Uganda has targeted an annual increase of 0.5 percent to GDP in the domestic
revenue (MoFPEDD, 2017). However; this paper suggests that a significantly higher increase is
required as evidenced by the average debt stabilizing primary balance to GDP of 1.6 percent

compared to the average of the projected primary deficit to GDP of 3.5 percent.

The limitation of the study is that the outturn period after the fiscal reform and the scale up of public
expenditure on infrastructure projects is quite short for the time series analysis and may not provide
an accurate assessment of the impact of these events on fiscal solvency. In addition, the PVBC
approach is largely an indicator of solvency i.e. the ability of the government to repay its debt, which
does not address the issue of continuously rising debt and the fiscal risk that this poses. The fiscal
reaction function provides a stronger empirical test for fiscal sustainability by establishing the
response of the primary balance to changes in the public debt to GDP ratio. However, it does not take
into account the uncertainty in the public debt path. Future research should utilize a probabilistic
approach as in Frank and Ley (2008)to provide more insights on the public debt dynamics and fiscal

policy sustainability analysis in Uganda.
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3. The Effects Of Public Domestic Debt On Growth In Sub-Saharan Africa
By Frank Mashodo
ABSTRACT

This paper seeks to empirically investigate the impact of public domestic debt on GDP per capita
growth in Sub-Saharan Africa. The General Methods of Moments (GMM) has been applied on 13
SSA countries over the period 2001 to 2015. The results indicate that the domestic debt in SSA has
an impact on GDP per capita growth. On average, this study conclude that in SSA, an increase in
domestic debt by 1% of GDP leads to 0.09% increase in growth per capita. The study also proved the
existence of the laffer curve relationship between debt and GDP. On the basis of these findings, it is
recommended that, countries in SSA can use domestic debt as a potential sources of funds for
development programmes and prudently manage their debt portfolios, taking into account maximum

levels, since excessive borrowing is discouraged.

*Key Words: Domestic Debt, GDP per capita growth, Sub-Saharan Africa (SSA).

1 INTRODUCTION

Public domestic debt in Sub-Saharan Africa (SSA) has been increasing over the last three decades,
from an average of 11% of GDP in 1980-1989, to an average of 17.5% of GDP in 2010-2013, and by
additional 3% points in 2015 to close at 20.4% of GDP although there is a wide disparity in the size
of domestic debt among SSA countries (Regional Economic Outlook, SSA, 2016 and Adelegan and
Radzewicz-Bak, 2009). This increase was as a result of limited fiscal space and huge infrastructure
spending (Mbate 2013), the need, “to avoid...unsustainable external debt indebtedness” (Adelegan
and Radzewicz-Bak, 2009) as well as to develop the alternative source of funding given the limited
concessional financing from the traditional donors. Domestic debt, however, constitutes the large part

of the financial sources in the domestic markets in SSA (Christensen, 2004).

At the same time, real GDP growth in SSA has been impressive since 2000, “with some of its
countries among the fastest growing economies in the world”, (Zamfir, 2016), with growth rates

exceeding 5% per year. In addition, the continent has been resilient during and after the global



financial crisis on the basis of macroeconomic and good fiscal situation as well as low economic

interconnectivity with the rest of the world.

However, it remains unproven whether public domestic borrowing contributed to growth in GDP for
SSA. Looking at the debt dynamics equation (Law of motion of Government debt to GDP ratio by
Ley, 2010), where current level of debt is negatively associated with GDP growth, it could be prudent
to also test whether debt (domestic in particular) is a factor that influence growth. There could also
be a reverse causality between debt and real GDP growth. There is no consensus in the already limited
existing body of literature regarding the effects of domestic debt on real GDP growth. This paper
seeks to empirically investigate whether this increase in domestic debt has positively influenced real
GDP growth in SSA, which is critical for poverty alleviation. Moreover, IMF Regional Economic
Outlook (2015) pointed out sharp decline in oil prices and other commaodities prices as driver to slow
growth in recent years. Furthermore, the widening deficits and tighter global financing with limited
external financing were pointed to be key risks for real GDP growth in SSA.

The debt thresholds under the country debt sustainability analysis have been limited to external debt.
These thresholds guide countries in that, if public debt is not managed within appropriate levels, it
could present challenges to Governments as has been witnessed in many developing countries. As
with external debts, domestic debt needs to be managed within limits to stimulate growth (the Laffer
curve relationship). However, the growing level of domestic debt, where a specific limit that spurs
growth does not exist, calls for development of standard thresholds on domestic debt as is the case
with external debt. It is therefore ideal to develop a limit to serve as a policy guide under which
Governments can use domestic financing, beyond which, if breached, would cause debt distress. The
limit could also take into account the cost of borrowing, to ensure that there is a balance on the level
of domestic debt which promotes growth and sustainable debt.

The specific objectives of this paper are therefore two-fold, that is:
1) To determine the relationship between public domestic debt and economic growth in Sub-
Saharan Africa over the period 2001-2015;
i) To determine if domestic debt level in relation to GDP has a maximum point (Laffer
curve relationship); and
i) To estimate and propose the indicative limit of domestic debt/GDP ratios under which

countries in Sub-Saharan Africa can borrow in the domestic market.



The study will inform debt managers, policy makers and governments on policy issues relating to
domestic debt management and growth, including domestic debt limit that would be ideal for

developing countries in the region and promote development.

1.1 Review Of Domestic Debt Trends In Sub-Saharan Africa

As indicated earlier, public domestic debt in Sub-Saharan Africa (SSA) has been increasing over the
last three decades, from an average of 11% of GDP in 1980-1989, to an average of 17.5% of GDP in
2010-2013, and by additional 3% points in 2015 to close at 20.4% of GDP although there is a wide
disparity in the size of domestic debt among SSA countries (Regional Economic Outlook, SSA, 2016
and Adelegan and Radzewicz-Bak, 2009).

Focusing on the period under review (2001 to 2014) for the sample in this study, SSA domestic debt
averaged 16% of GDP, which is highly significant based on the 1980 -1989 trends. At the same time,
GDP per capita growth improved in the period under review from 1.8% to 2.7%. The graph below
shows the trend in domestic debt (PLCDD) and per capital growth (GDP).
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It is interesting to note that some countries in SSA have been stable in issuing domestic debt. For the
period under review (2001-2014), the following five countries have domestic debt to GDP as follows:
South Africa (30% of GDP),) Nigeria (12% of GDP), Mauritius (40% of GDP), Ghana (21% of GDP),



and Kenya (20% of GDP). These countries have also maintained reliable and stable data on domestic
debt front.

Key emerging countries, whose domestic debt have shown positive trends are shown of the graph

below:
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1.2 Literature Review

This section reviews the existing literature on domestic debt, starting with theoretical and then

empirical review.

The need to issue domestic debt arises from a variety of reasons in SSA, chief among them being
budget deficit financing. Among others, Drazen (1996) and Abbas & Christensen (2007) have

identified the following important factors behind issuance of domestic debt:

i) It enhances the volumes of investment through the provision of financial assets and
strengthening money (improves liquidity);
i) It improves the efficiency in domestic capital markets and enhances political accountability,

thus building credibility on Government’s track record on policies and stability;



iii) There is “Home Bias”, (Drazen, 1996) — where the knowledge of domestic market conditions
enhances lower transaction cost;

Iv) It taps into the private savings and is attractive to domestic residents who are subject to
restrictions on international trading of financial assets (barriers to entry on the trading of

financial assets among countries).

1.3 Theoretical Review

The oldest school of economics, the neo-classical, perceives employment and economic output to be
modest and self-adjusting, believing that changes in aggregate demand result in production, price and
wage movements, which will automatically lead to output changes through the investment channel.

Keynesian Economics

Keynesian theory (Jahan, at el. 2014) suggests that Government intervention stimulates the economy
through countercyclical fiscal policies that act against the undesired direction of the business cycle.
The Keynesian approach argues that governments should solve problems in the short run rather than
wait for market forces to fix the constraints over the long run (Jahan, at el. 2014). The Keynesian
approach supports government borrowing as the basis for financing deficit to stimulate growth in the

economy.

There is no consensus on the time lags between policy actions and actual economic adjustments
against which fiscal stimulus is applicable. Therefore, the economic theories can be summarised
sequentially as follows: (1) the Government use debt to finance current budget deficit, (2) the
economic growth is realised through the multiplier effect as government spending is increased
(expansionary fiscal policy), (3) increase in GDP promotes welfare development and average
incomes for citizens increase, and (4) future generations with improved income have the capacity to
pay taxes for the previous public sector borrowing as well as higher private sector savings and

spending, resulting in enhanced growth.
Debt Overhang Hypothesis

Debt Overhang Hypothesis postulates that if a firm has huge debt, its new investments’ returns are

totally used up to pay existing debt, which will not improve the firm’s assets, leading to fewer


http://www.investopedia.com/video/play/aggregate-demand/

prospects for investment and growth, Myers (1977). In a related development, Krugman (1988),
applying the concept at country level, examined the trade-offs facing creditors between forgiving
debts and refinancing for countries in debt overhang. As in Meyers’ theory of the firm, Krugman
(1988) concluded that a country’s new investments will only benefit the new creditors, thus indebted

countries are not motivated to new borrowing and investment and growth.

On the other hand, the debt overhang hypothesis, suggests that, “negative impact of high debt on
growth operates both through a strong negative effect on physical capital accumulation and on total

factor productivity growth” Pattillo et al. (2004) (p4).
Debt Laffer Curve

The debt laffer curve, as introduced by Sachs (1989) and Krugman (1988) under the ‘debt overhang’
explained above indicate that the obligation of servicing debt will act like a high marginal tax rate
when a country has accumulated too much debt. It logically states that the impact of debt on growth
is nonlinear which depends on the magnitude of the initial debt stock. The hypothesis has three
distinct categories: (1) where growth is an increasing function of the debt when debt is used to
promote development in the Keynesian way, (2) economic growth can either be high or low, thus any
increase in debt will not stimulate growth, and (3) where debt is affecting growth as under the neo-
classical economists. Specifically, the economy will exhibit high growth equilibrium for a lower debt-
to-GDP ratio and low growth equilibrium for a higher debt-to-GDP ratio. The lower growth is due to

the higher debt service payments when there is high debt.

Patillo et al. (2004) is among the previous studies that has explored the nonlinear effect of external
debt on economic growth. As suggested by Patillo et al. (2004), doubling the debt ratio for a country
with average indebtedness will reduce growth by one third to a half percentage point after controlling
for endogeneity. The findings also suggest that the average impact of debt becomes negative at about
160 — 170 per cent of exports and 35 — 40 per cent of GDP.

Neo-classical Economic Theory

The classical economics proponents David Hume, Adam Smith and David Ricardo argued against
government borrowing. The theorists believed that public borrowings will burden the community and
the economy at large. They criticized debt financing because, they argued, domestic debt will crowd



out private capital creation (Tyagi, 2002). Svaljek (1999) explained that debt is financed through
taxation, of which the rational present generation bears the burden and adjusts consumption. In
addition, future generations will reduce either current consumption or savings if not both to finance

taxes. This implies a reduction in capital endowments for future generations.

Svaljek (1999) concur with Tyagi, (2002) on crowding out as the author pointed out that, “the classists
public debt necessitates a transfer of resources from the private sector to the government in the form
of additional taxation”. Some viewpoints on the classicals are summarized as follows: (1) Debt is
more than taxation for public expenditure financing since it has interest payments; (2) Debt transfers
a tax burden from one generation to another; and (3) Debt may undermine government credibility if
not well redeemed. Tsoulfidis (2007) on public debt pointed out that, “the ideas of classical
economists on public debt might be more relevant nowadays than is commonly thought”. Therefore,
this author will pay attention to this view since Tsoulfidis (2007) argues that empirical evidence

suggest that public debt has no effects on growth.

Savings are a major source of domestic debt and subsequently economic growth based on the
theoretical analysis under Neoclassical and Keynesian schools. The Chenery and Strout (1966)’s
Two-Gap model pointed out that the utilisation and expansion of existing productive capacity has
constrained savings, which have been relatively unnoticeable in the 1980s, but have been growing
from the 1990s. The model makes a critical assumption that the market for government bonds does
not exist. Building from this model, SSA has registered progress on the financial developments front.
Milachila, et al (2016), as in the loanable fund theories, pointed out that financial development is
important for “the increase in deposits and loans [including] their accessibility and improved financial

sector efficiency”. In addition, “it helps mobilize savings and direct funds into productive uses”.

It is critical to note that in each model, there is general consensus that higher savings lead to higher
investments and growth. This author theoretically agrees the following: (1). Savings are critical and
available domestically through financial development; (2). Loanable funds in the banking sectors are
borrowed by government; and (3). Government’s expansionary fiscal policy induced by domestic

debt lead to GDP growth through the fiscal multiplier effect.



Adom and. Elbahnasawy (2014) summarized African savings by indicating that most countries
heavily relied on overseas development assistance (ODA) for investment financing. However, these
countries have since realized the need for domestic financing as a sustainable model for development

and capital financing.

The above theoretical literature suggest that for effective growth, domestic borrowing can be useful
in the economy, to some extent, whereby borrowing could be usefully managed up to certain limit

levels. Beyond such levels borrowing could become a burden to economic growth
2 Empirical Review

The empirical literature on the impact on growth, of domestic public debt is ambiguous; positive or
negative. To test if domestic debt has significant impact on growth in SSA as well as to determine

the applicable limit of domestic debt, the following empirical literature is reviewed:

Babu et al. (2015) analysed the effect of domestic debt on growth on a panel of East African
Community (EAC) Partner States (Kenya, Rwanda, Uganda, Tanzania) over the period 1990 to 2010
using the panel fixed effects model. Their study concluded that domestic debt had positive impact on
growth. However, the study could not establish the threshold of domestic debt under which positive
impact is realised, and that level, if exceeded, could cause debt distress. Christensen (2004)
investigated the role of domestic debt markets for 27 SSA countries over the period 1980 to 2000 and
found that domestic debt did not have significant impact on growth in SSA. Acknowledging data
limitations as a challenge, the results of the paper may be biased since research was based on

qualitative analysis and no scientific quantitative data analysis was undertaken.

Abbas and Christensen (2007) investigated the growth impact of domestic debt covering 93 low-
income countries and emerging markets over the period 1975-2004. Their results suggested that
moderate levels of non-inflationary domestic debt exerted a positive impact on economic growth.
Their study further pointed that at, “above a ratio of 35 per cent of bank deposits, domestic debt
begins to undermine growth”. Focusing on 19 developing countries, Zouhaier and Fatma (2014) also
empirically tested the dynamic model of debt and growth over the period 1990 to 2011 using
Arrellano-Bond dynamic panel data estimator. The results showed that there was a negative impact
of debt on growth. Though the study focused on developing countries, it could provide some inference
on the impact of debt in SSA.



Bilan and lhnatov (2015) analysed the impact of public debt on growth for 33 European countries
over the period 1990 to 2011. The study focused on investigating the non-linearity (quadratic)
relationship between debt and growth to establish the maximum level of debt these countries could
bear. Their study concluded that public debt below 94% of GDP had a positive effect on growth,
while above this ratio it became negative. This was done using the General Methods of Moments
(GMM) estimator to solve endogeneity problems (reverse causality). This study is relevant from a

methodological point which was used by Bilan and Ihnatov (2015) on developing the limit for debt.

Presbitero (2010), factoring the institutions and polices of different countries discussed the
relationship between debt and growth in low and middle income countries. They applied the two
stage systems GMM over the period 1990 to 2007, to take into account country specific fixed effects,
solve endogeneity and exploit additional moment conditions, including taking the non-linear
quadratic model to measure debt limits. The study concluded that, “public debt [both domestic and
external] has negative impact on output growth up to a threshold of 90 percent of GDP, beyond which
the effect becomes irrelevant”. This paper intents to single out SSA to investigate if domestic debt

has impact on growth, using the methodology (GMM) used by Presbitero (2010).

Putunoi and Mukutu (2013) examined the impact of domestic debt on growth using quarterly time
series data in Kenya over the period 2000 to 2010. Their study applied an error correction model to
capture both short-run and long-run dynamics and found that domestic debt in Kenya (part of SSA)
had a positive effect on growth. Bakare et al. (2016) empirically analysed domestic debt effects on
growth for Nigeria using data from 1981 to 2012 using Ordinary Least Squares (OLS). They also

concluded that domestic debt had a positive impact on growth

Anning et al. (2016) investigated the impact of government debt (both external and domestic) on the
economic growth of Ghana using OLS covering 1990 to 2015. The research findings revealed that
there is a negative relationship between debt and growth in the economy in Ghana. Sheikh et al.
(2010) analysed the impact of domestic debt in Pakistan on the basis of low tax base and twin deficits,
where, “capital flows are not easily accessible but domestic capital flows are approachable at all
times”. They applied the OLS method over the period 1972 to 2009 and found a positive causality
between domestic debt and economic growth in Pakistan. In addition, Karaki et al. (2016) for Jordan

investigated the impact of domestic debt on economic growth using the OLS technique spanning from



2000 to 2014. They found domestic debt statistically significant and positively stimulating economic
growth.

In conclusion, the literature suggests that the effects of domestic debt on growth is ambiguous and
remains largely an empirical issue from country to country. This study seeks to add to the existing
body of literature by examining whether domestic debt has impact on economic growth in SSA,
establish if there is a maximum point of domestic debt and what level of domestic debt positively
affects GDP growth, if the relationship is positive. The objective of the study is to address the research
question, by testing the hypothesis that: (1) public domestic debt has positive impact on real GDP
growth in Sub-Saharan Africa, and (2) there is a maximum limit under which domestic debt affects
growth.

3 Methodology

The study follows Bilan and lhnatov (2015), Abbas and Christensen (2007), Babu, at el (2015), and
Presbitero (2010), in which the non-linear empirical model (Laffer curve relationship) allows for the
determination of maximum point. The baseline econometric model on the relationship between

domestic debt and growth will be as follows:
GDPG, =a+ fB,PLCDD, + X, +&§ ———————————— )]

Where

e GDPGt = Real Gross Domestic Product Growth Rate at time t,

e PLCDDt = Public Domestic Debt, and

e Xit = vector of other control variables including trade, inflation, investment and domestic credit
to the private sector at time t.

e a,p, y,and ¢are the constant, parameter measuring the relationship between the two variables
and the error term (including the unobserved country effects and unobserved time in-variant
effects) respectively.

The estimation methodology follows the General Methods of Moments, which has been deemed

appropriate based on the two-way characteristics of the relationship under investigation, in order to

empirically establish the relationship between domestic debt and real GDP per capita in Sub-Saharan

Africa (SSA).



4 Data

The data employed on this study consist of a panel of 137 countries in Sub-Saharan Africa. This
sample selection was based on data availability especially on domestic debt and is not random. The
data gathered covers 15 years over the period 2001 to 2015. The time was also chosen based on the

data availability, since comprehensive reporting on domestic debt started after 2000 for most low

income countries, thus data remains a significant challenge.

The recent growth studies have pointed to this set of explanatory variables in Sub-Saharan Africa that

have shown to be consistently associated with growth. The explanatory variables are explained in

Table 1 below:
Table 1: Description of variables
Name Description Source
GDP  per capita | GDP per capita growth (Constant) World
Growth Development
FDI Foreign Direct Investment as percentage of GDP Indicators
Current Account Measured by difference between the exports and
imports of goods and services (% of GDP).
Private Domestic | Domestic credit to private sector (% of GDP)
Credit
Inflation Inflation, GDP deflator (annual %)
Savings Gross domestic savings (% of GDP)
Public External Debt | External Debt (units)/Nominal GDP (units)
Financial Broad money (% of GDP)
Development
Government Quality of public services, and degree of its | Worldwide
Effectiveness independence from political pressures, the quality of | Governance
policy formulation, implementation, and credibility of | Indicators

commitment to such policies.

Regulatory Quality

Ability of the government to formulate and implement
sound policies and regulations that permits and
promotes private sector development.

Rule of Law

Extent to which agents have confidence in and abide by
the rules of society, including contract enforcement,
property rights, the police, and the courts.

7 Countries included are Angola, Botswana, Ethiopia, Ghana, Kenya, Malawi, Mauritius, Namibia, Nigeria, Senegal,
South Africa, Tanzania, Zambia




Public Domestic Debt | Public Domestic Debt as a percentage of GDP IMF  Article
IV Reports®

4.1 Estimation Methodology

Following Bilan and Ihnatove (2015), the study applies the general and widely used panel data
analysis that consists of either Fixed Effects (FE) or Random Effects (RE) estimation methods
depending on Hausman specification test. Hausman specification test assumes that both RE and FE
estimators are consistent and evaluates them under the null hypothesis that the RE estimator is more
efficient. If the results cannot reject this null hypothesis, the RE method is preferred, and if the data
can reject it, the FE method is preferred (Hausman, 1978; Wooldridge, 2012).

These two techniques can solve individual as well as time effects and can adjust for
heteroscedasticity. The shortcomings of RE and FE is that they are centred on country-specific effects
and do not consider stationarity, dynamics and endogeneity. In this empirical case, where domestic
debt is evaluated on growth; endogeneity cannot be ignored particularly based on economic theory.
Governments raise debt, to finance government deficit, which depends on other macroeconomic
variables, which include revenues, expenditures, GDP growth, exchange rates, inflation and balance
of payments (debt dynamics equation) among others. Therefore, there is a strong argument that

domestic debt is theoretically endogenous.

In this regard, this paper adopted the General Methods of Moments (GMM) in order to solve
endogeneity, (reverse causality/simultaneous bias, measurement errors and omitted variable bias) and
stationarity. The GMM estimator, “uses the levels equation ... to obtain a system of two equations:
one differenced and one in levels” Mileva, (2007); thereby increasing efficiency of the estimators.
The validity of the GMM model is checked under the Hansen’s J-Statistic to investigate whether the

model is correctly specified with valid instruments.

In order to determine the maximum point under which SSA countries could borrow and maintain

sustainability, mathematical formula under the non-linear equation (quadratic) for establishing a

8 The use of IMF Article IV reports is supported by Abbas and Christensen (2007) who pointed out that, “reliable
[domestic debt] data has been, and still is, a serious problem in [low income countries] and some emerging
markets”.pp9



maximum point has been used, (see annex for simple mathematical workings). The maximum point

will be determined by the coefficient —Baent/2Baeni” as used by Bilan and Ihnatov (2015).

The robustness checks are done by introducing another sample which consist of 13 Countries in SSA,
and South Africa is removed, as it is perceived to be well developed and depends much on the

domestic market. The same methodology applied above will be done in that sample.

4.2 Results And Interpretation

The panel data analysis used in this paper took into account the Hausman specification tests and the
results indicated that the null-hypothesis could not be rejected. The more efficient random effects
method is preferred for both the non-linear and linear equations (See annex for Hausman results in
annex). This also applies to robustness check sample which excludes South Africa.

Focusing on the random effects results (results in annex), the effect of public domestic debt on growth
is not significant in all four equations, in each sample case, where South Africa is included and
excluded. However, given the endogeneity of the domestic debt, the results cannot be conclusive.
This suggests that further analysis is required thus the GMM results will be discussed.

The Hansen’s J-Statistic approves the validity of the instruments used in this study except for equation
(3) in table 2 below. This implies the significance of external debt among the regressors. To this end,
the focus conclusive equation in this study in (4), where external debt is included in a non-linear
model. (The sample selected includes all countries. The robustness checks results are available in
annex and depicts similar trends). Public domestic debt in SSA has been found to have a significant
impact on per capita GDP growth. The non-linear equation (4), which has been used to evaluate the
impact of public domestic debt on economic growth shows that, at 1% level, public domestic debt is
positive and significant for growth per capita in SSA. This would mean, on average, any increase in
domestic borrowing by 1% of GDP would lead to 0.09% per capita GDP growth, holding all other

things constant.



GENERAL METHODS OF MOMENTS EQUATIONS

DEPENDENT VARIABLES

GDP per Capita Growth

A) 2 ©) (4)
Public Domestic Debt 0.0169**  0.0234*** 0.0450* 0.0895***
(0.00822) (0.00877) (0.0260) (0.0316)
Private Domestic Credit -0.00716**  -0.0109***  -0.00739** -0.0132***
(0.00298) (0.00374) (0.00306) (0.00404)
Current Account 0.0279*** 0.0166 0.0347*** 0.0263**
(0.00993) (0.0116) (0.00975) (0.0111)
FDI 0.0324 0.0266 0.0318 0.0244
(0.0240) (0.0239) (0.0231) (0.0231)
Inflation -0.00223 0.000487 -0.00397 -0.00241
(0.00562) (0.00456) (0.00576) (0.00450)
Financial Development -1.15e-05 4.78e-05 -1.05e-05 5.33e-05
(1.44e-05)  (4.07e-05)  (1.47e-05) (3.96e-05)
Public External Debt -0.0133* -0.0150**
(0.00769) (0.00756)
Public Domestic Debt (Square) -0.000511 -0.00107**
(0.000366) (0.000426)
Constant 0.965*** 1.170*** 0.735** 0.611*
(0.188) (0.213) (0.315) (0.356)
Observations 172 172 172 172

Robust standard errors in parentheses - *** p<0.01, ** p<0.05, * p<0.1

Instruments - Public Domestic Debt, Private Domestic Credit, Current Account, FDI, Inflation,
Financial Development, Public External Debt, Public Domestic Debt (Square), Government
Effectiveness, Regulatory Quality and Rule of Law.

In addition, the results above indicate that Current Account balance which has been used to measure
openness is significant at 1% and positive. The domestic credit to private sector and external debt at

5% level of significance were found to be significant and negative, implying the existence of



crowding out and fatigue on external debt in SSA. On the other hand, inflation, although negative is
not significant for growth. Financial development and FDI although positive are not significant for

economic growth in SSA.

In order to determine the maximum point, non-linear equation (2) is used. This equation tests the
significance of the public domestic debt in the non-linear form and finds it at 5% level to be positive
and significant for per capita GDP growth in SSA. In addition, the coefficient of the square of
domestic debt (debt?) is negative and significant at 5%, confirming that domestic borrowing follows

a Laffer curve in SSA, which could imply that there is threshold for domestic debt.

Inferring at 5% level of confidence, from the results of table 2, equation (4), the debt maximization
formula discussed above, suggest a threshold of 41.8% of GDP, on average [-0.0895/(2*-0.00107)].
Therefore, the results from this study would suggest a maximum threshold for domestic debt taking
into account external debt. This maximum point derived assumes that external debt would be limited
while the portfolio of debt is skewed towards domestic borrowing. The limit however is not
conclusive owing to the fact that this paper did not establish the limit for external debt, but the paper
authoritatively argues that domestic debt follows the laffer curve.

The results in this paper are in support of evidence provided by Babu, at el (2015), Abbas and
Christensen (2007), Bilan and lhnatov (2015), Putunoi and Mukutu (2012), Bakare, et al. (2016) and
Sheikh, at el (2010), on the impact of domestic debt on growth in general, although this paper
emphasises the importance of domestic debt in SSA. The results of these studies had found domestic
debt and in some cases total debt to be significant for economic growth. However, the threshold for
domestic debt has been developed for other regions (EU), for which the 41% of GDP found in this

study is applicable for countries in SSA.

4.3 Conclusion And Recommendations

This study aimed at examining the impact of public domestic debt on GDP growth per capita in Sub-
Saharan Africa (SSA) and develops a threshold limit of domestic debt to GDP under which SSA
economies can borrow while promoting economic growth and maintain sustainability of debt. The
General Methods of Moments (GMM) have been used on 13 SSA countries where data on public



domestic debt was accessible from the IMF Article 1V reports. The research covers 15 years from
2001 to 2015. The results suggest that public domestic debt has a positive and significant effect on
growth per capita in the region, which is welcome as an alternative source of financing for
development vis-a-vis the traditional external debt which has been found to be negatively associated
with growth. On average, this study conclude that in SSA, every 1% increase in domestic debt as a

ratio of GDP leads to 0.09% increase in growth per capita.

The study also proved the existence of the laffer curve relationship between debt and GDP. It
concludes that domestic debt is good for growth only up-to a certain threshold, which has been
inferred to be 41% of GDP. Under this level, governments can utilise domestic debt to enhance
growth. However, governments need to consider this maximum point taking into account that their

portfolios have external debt which has been proven to negatively affect growth.

On the basis of the findings of this study, it is recommended that, countries in SSA should utilise
domestic debt as a potential source of financing for development and economic growth. In doing so,
as domestic debt has been proven to be significant for growth, prudent debt management must be
implemented in SSA, which takes into account external debt effects. Excessive borrowing is
discouraged by this study. Prudent debt management would involve ensuring that domestic debt
which follows a laffer curve is kept at relatively lower levels, at the same time being used for
development. The rate of debt accumulation should be cognisant of the fact that at some point
domestic debt will negatively affect growth. In addition, domestic debt developments in SSA are a
threat to private sector development given evidence of crowding out effect. Countries are

recommended to optimally use domestic debt sparingly to allow private sector credit.

ANNEX: TABLES AND RESULTS

Table 3: Summary Statistics

(1) (2) 3) (4) ()
SD

VARIABLES N Mean Min Max
Year 195 2008 4.332 2001 2015
Public Domestic Debt 180 20.38 12.99 0 66.60
Private Domestic Credit 188 34.64 37.61 2.75 160.1
Current Account 194 -2.762 8.718 -22.4 32.54
FDI 195 3.612 3.740 -5.977 25.21

Inflation 195 12.88 20.97 -7.41 196.5



Financial Development 188 231.9 1858 10.48 18347

Government 195 -0.236 0.602 -1.46 1.049
Effectiveness

Regulatory Quality 195 -0.238 0.604 -1.799 1.127
Rule of Law 195 -0.258 0.658 -1.663 1.077

Hausman Specification Test

Test: Ho: difference in coefficients not systematic

chi2(6) = (b-B)'[(V_b-V_B)*(-1)](b-B)
=71.77
Prob>chi2 = 0.4558
The results indicate that the differences in coefficients are not systematic, meaning the Random
Effects equations is preferred. This applies to both cases, were additional variables were added and

sample size was reduced for robustness check purposes.

J-Statistic Test

The Hanse’s J statistic was used to check whether they are uncorrelated with the errors, which is a
critical condition needed in GMM model. The test statistic has a 2 distribution under the null

hypothesis that the instruments are valid (assuming that the model is otherwise correctly specified).

Test of over-identifying restriction

Hansen’s J chi2 (4) = 6.95123
Prob> = 0.1385

The results in all samples indicate that we fail to reject the null hypothesis that the instruments are
valid. However, in equation 3 and 7, the results indicate otherwise, although at 10% level, implying

that ignoring external debt in the model would incorrectly specify the model.



Mathematical Maximisation Formula
Given the general quadratic equation:
y=ax®+ fx+ ¢
The first derivative of the equation

d
d—i/=2ax+ﬁ

At maximum/minimum,

Thus solving the equation, maximum/minimum is

_B/ 2ax

Determining whether it is maximum second derivative of the equation of the equation must be negative.
2
d y/dxz = 20(
Therefore, if the coefficient of debt? (a) is negative, the maximum point exits.




Table 4: FIXED EFFECTS (FE) AND RANDOM EFFECTS (RE) EQUATIONS: ALL

COUNTRIES

DEPENDENT VARIABLES GDP per Capita Growth
(RE) (FE) (RE) (FE) (RE) (FE) (RE) (FE)
Public Domestic Debt 0.0162 -0.0616 0.0255 -0.0406 0.0824 -0.0877 0.130 0.02
08
(0.0275)  (0.0632) (0.0294) (0.0497) (0.0839) (0.134) (0.101) (0.1
48)
Private Domestic Credit - -0.0388  -0.0250**  -0.0525 -0.0204** -0.0378 -0.0282** -
0.0190** 0.05
53
(0.00927  (0.0299) (0.0121) (0.0413) (0.00912) (0.0296) (0.0122) (0.0
) 434)
Current Account 0.101** 0.110 0.0920* 0.110 0.110** 0.108 0.100** 0.11
4
(0.0477)  (0.0684) (0.0528) (0.0668) (0.0491) (0.0681) (0.0493) (0.0
664)
FDI 0.0774 0.0658 0.0469 0.0432 0.0693 0.0665 0.0356 0.04
06
(0.101) (0.109) (0.0841) (0.0912) (0.0990) (0.109) (0.0841) (0.0
900)
Inflation -0.0202 -0.0338**  -0.0157 - -0.0223 -0.0335**  -0.0165 -
0.0317*** 0.03
23*
*%
(0.0136) (0.0113) (0.0122)  (0.00968) (0.0138) (0.0119) (0.0128) (0.0
102)
Financial Development 5.38e-05 4.24e-05 0.000176 0.000240*  4.89e-05 4.39e-05 0.000179* 0.00
** * * 024
4*
(6.65e-  (7.57e-05)  (7.99e- (0.000110) (6.80e-05) (7.64e-05) (8.47e-05) (0.0
05) 05) 001
12)
Government Effectiveness 3.257 2.173 3.257 1.730 3.237 2.152 3.242 1.76
3
(2.591) (3.139) (3.104) (3.462) (2.553) (3.135) (2.924) 34
64)
Regulatory Quality -4.392* -4.570 -4.727* -5.174 -4.456** -4.479 -4.837** -
5.40
9
(2.261) (4.148) (2.498) (4.108) (2.246) (4.219) (2.309) 4.0
05)
Rule of Law -0.549 -3.260 -0.455 -4.450 -0.304 -3.300 -0.0895 -
4.40
1
(1.249) (4.411) (1.316) (4.199) (1.217) (4.537) (2.197) 4.1
72)
Public External Debt -0.0286*  -0.0403** -0.0297* -
0.04

18*



(0.0161)  (0.0164) (0.0170) (0.0
180)

Public Domestic Debt -0.00121  0.000428 -0.00178 -
(Square) 0.00
099

(0.00117)  (0.00196) (0.00142) (0.0

020

9)

Constant B.OLB***  7.BEE***  §EQTAF*  8214%F* G EAAXKX  7.88gRkx 5 8O3XKF 760

O**

(0.919)  (1.899)  (0.939)  (1.928) (1.234) (2.144)  (1.138) (2.0

53)
Observations 172 172 172 172 172 172 172 172
R-squared 0.107 0.154 0.107 0.15
5
Number of code 13 13 13 13 13 13 13 13

Robust standard errors in parentheses - *** p<0.01, ** p<0.05, * p<0.1



Table 5: FIXED EFFECTS (FE) AND RANDOM EFFECTS (RE) EQUATIONS:
EXCLUDING SOUTH AFRICA

DEPENDENT GDP per Capita Growth
VARIABLES
(RE) (FE) (RE) (FE) (RE) (FE) (RE) (FE)
Public Domestic  0.0225 -0.0544 0.0355 -0.0313 0.0772 -0.0859 0.147 0.033
Debt 9
(0.0328) (0.0650) (0.0361) (0.0491) (0.0915) (0.137) (0.117) (0.158
)
Private -0.0261  -0.0491 -0.0458 -0.0681 -0.0287 -0.0466  -0.0564* -
Domestic Credit 0.074
1
(0.0243) (0.0532) (0.0352) (0.0650) (0.0237) (0.0534) (0.0337) (0.070
4)
Current 0.109** 0.112 0.105* 0.111 0.114** 0.110 0.107** 0.115
Account
(0.0523) (0.0691) (0.0589) (0.0675) (0.0519) (0.0686) (0.0512) (0.067
0)
FDI 0.0852 0.0746 0.0556 0.0508 0.0815 0.0754 0.0454  0.048
0
(0.101) (0.109) (0.0775) (0.0888)  (0.100) (0.110) (0.0784) (0.087
5)
Inflation -0.0235* - -0.0219** - -0.0246* - -0.0223* -
0.0359* 0.0344* 0.0354** 0.035
*%* *% * 4***
(0.0129) (0.0103) (0.0102) (0.00801 (0.0135) (0.0108) (0.0114) (0.008
) 66)
Financial 5.13e-05 4.57e-05 0.000191* 0.00024 5.07e-05 4.78e-05 0.000194* 0.000
Development * g** * 253*
(6.68e-05) (7.86e- (7.94e-05) (0.00011 (7.03e-05) (7.97e- (8.53e-05) (0.000
05) 2) 05) 115)
Government 3.509 2.512 3.627 2.170 3.511 2.454 3.675 2.275
Effectiveness
(2.627) (3.226) (3.266) (3.291) (2.499) (3.223) (2.829) (3.242
)
Regulatory -4.673* -5.169 -4.981* -5.760  -4.666** -5.090 -4.910** -5.946
Quiality
(2.428) (4.553) (2.812) (4.392) (2.325) (4.575) (2.408) (4.261
)
Rule of Law -0.465 -3.445 -0.373 -4.761 -0.318 -3.475 -0.0872 -4.754
(1.427) (4.434) (1.604) (4.053) (1.321) (4.546) (1.254)  (3.980
)
Public External -0.0331* - -0.0346* -
Debt 0.0417* 0.043

*

4**



(0.0174)  (0.0167) (0.0188)  (0.018

6)

Public Domestic -0.000922 0.000526 -0.00165 -
Debt (Square) 0.001
08
(0.00122) (0.00197) (0.00155) (0.002

24)
Constant 6.140***  7.195** 7.280*** 7.742** 5731***  7.430** 6.484*** 7.285

**

(0.998)  (2.605) (1.262) (2521)  (1.250)  (2.687)  (1.235) (2.409

Observations 157 157 157 157 157 157 157 157
R-squared 0.118 0.170 0.119 0.171
Number of code 12 12 12 12 12 12 12 12

Robust standard errors in parentheses - ** p<0.01, ** p<0.05, * p<0.1



Table 6: GENERAL METHODS OF MOMENTS EQUATIONS

DEPENDENT GDP per Capita Growth
VARIABLES
ALL COUNTRIES (1-4) EXCLUDING SOUTH
AFRICA (5-8)
) @) 3) (4) ®) (6) @) (8)
Public 0.0169** 0.0234* 0.0450* 0.0895* 0.0188** 0.0282**  0.0370 0.0916**
Domestic Debt fakad fakad * *
(0.00822) (0.0087 (0.0260) (0.0316) (0.00896) (0.0107) (0.0260) (0.0341)
7)
Private - - - - -0.00824* - -0.00806* -
Domestic 0.00716** 0.0109* 0.00739** 0.0132* 0.0149** 0.0186**
Credit el falad *
(0.00298) (0.0037 (0.00306) (0.0040 (0.00429) (0.00584) (0.00437) (0.00585)
4) 4)
Current 0.0279*** 0.0166 0.0347*** 0.0263* 0.0292*** (0.0190* 0.0344*** (0.0290**
Account * *
(0.00993) (0.0116) (0.00975) (0.0111) 0.0339 (0.0115) (0.0101) (0.0111)
FDI 0.0324 0.0266 0.0318 0.0244  (0.0244) 0.0299 0.0327 0.0275
(0.0240) (0.0239) (0.0231) (0.0231) (0.0781) (0.0241) (0.0237) (0.0232)
Inflation -0.00223 0.00048 -0.00397 - -0.00254 - -0.00370 -0.00365
7 0.00241 0.000552
(0.00562) (0.0045 (0.00576) (0.0045 (0.00584) (0.00479) (0.00595) (0.00482)
6) 0)
Financial -1.15e-05 4.78e-05 -1.05e-05 5.33e-05 -1.16e-05 4.95e-05 -1.01e-05 5.38e-05
Development
(1.44e-05) (4.07e- (1.47e-05) (3.96e- (1.45e-05) (4.16e- (1.47e-05) (4.01e-
05) 05) 05) 05)
Public External - - -0.0139* -
Debt 0.0133* 0.0150* 0.0156**
*
(0.0076 (0.0075 (0.00796) (0.00777)
9) 6)
Public -0.000511 - -0.000346 -
Domestic Debt 0.00107* 0.000986
(Square) * **
(0.000366) (0.0004 (0.000349) (0.00044
26) 2)
Constant 0.965*** 1.170** 0.735** 0.611* -1.16e-05 1.187*** 0.814***  (0.675*
(0.188) (0.213) (0.315) (0.356) (1.45e-05) (0.222) (0.302) (0.356)
Observations 172 172 172 172 157 157 157 157

Robust standard errors in parentheses

**% p<0.01, ** p<0.05, * p<0.1



Instruments

The used the following instruments: Public Domestic Debt, Private Domestic Credit, Current
Account, FDI, Inflation, Financial Development, Public External Debt, Public Domestic Debt

(Square), Government Effectiveness, Regulatory Quality and Rule of Law.
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4. Determinants of Inclusive Growth in Uganda: Auto-Regressive Distributed Lag
Approach

By Senei Molapo, Vivian Namugambe and Sayed Timuno
Abstract

Despite episodes of positive economic growth in Uganda, the country has not recorded
meaningful reductions in poverty, unemployment and income inequality, suggesting that the
quality of growth has not translated inclusive growth over the years. This paper uses the Auto-
Regressive Distributed Lag (ARDL) bound testing approach to analyse the determinants of
inclusive growth in Uganda between 2007 and 2016. The findings reveal that, in the long run,
financial deepening, human capital, and foreign direct investment have significant impact and
are positively related to inclusive growth, while trade openness, and macroeconomic instability
negatively affect it. Development expenditure has no impact on inclusive growth in the long
run. In the short run, the results indicate that only financial deepening and human capital do
not have any impact on inclusive growth in Uganda. Going forward, the authorities in Uganda
have a challenge to rebuild momentum for continued high and inclusive growth and recognise

the potentially negative social, economic, and political consequences of these trends.

Keywords: Inclusive Growth, Income Inequality, Poverty, Unemployment, Error Correction
Method, Cointegration,
JEL Classification: C10, E24, O15, 033, 047,



1. INTRODUCTION

The concept of Inclusive Growth (IG) has received considerable attention in the last decade
among developed and developing countries alike (see Rodriguez and Tselios, 2015; Singh et.
al, 2014; Kaplinsky, 2013; Ranieri and Almeida, 2013; Levine, 2012; Kelkar, 2010; Hatlebakk,
2008 and Kurian, 2008). This focus is in some ways an attempt to address the deficiencies of
prioritising solely economic growth, and to ensure that the benefits of growth are more broadly
experienced. In addition, the significance of Inclusive Growth is increasingly being recognised
and embedded in work plans and policies of international institutions such as the International
Monetary Fund (IMF), World Bank and the African Development Bank (AfDB).

The IMF (2011) defines Inclusive Growth as both the pace and distribution of economic
growth, while the World Bank (2009) suggests that Inclusive Growthshould create an equal
opportunity for all, by addressing employment creation, market, consumption, production, and
provide a platform for poor people to access good living conditions. By the same token, the
AfDB (2011) views Inclusive Growthas growth that results in a wider access to sustainable
socio-economic opportunities for a broader number of people, regions or countries, while
protecting the vulnerable, all being done in an environment of fairness, equal justice, and
political plurality. The Inclusive Growth debate presents the awareness that while efforts to
tackle inequality and poverty is crucial, promoting growth can be mutually reinforcing and this
connection is not automatic. These debates are occurring alongside parallel deliberations on
sustainability, co-benefits and trade-offs of sustainable and inclusive growth. It is for this
reason that the inclusive growth is associated with the reduction in poverty and income
inequality, non-discriminatory growth that allows for participation and contribution for all
members of the society and pro-poor improvements in social opportunities (see, Ravillion,
2016; Dollar et al., 2015; Van der Weide and Milanovic, 2014; Corak, 2013; Ravillion and
Chen, 2013; Rauniyar and Kanbur, 2010; Ali and Zhuang 2007 and Ali and Son, 2007).

Some authors (such as Edet, 2015; Page and Shimeless, 2015; Forbes, 2000 and Ravallion,
1995) identified three problems that even the high record levels of growth have failed to tackle
in many countries and these are poverty, unemployment and inequality. These authors
highlighted the need to address the quality of growth, in particular to improve its inclusiveness.
Uganda is not immune to this problem as it witnessed average positive economic growth of 6.7
percent and real per capita Gross Domestic Product (GDP) growth of 3.4 percent between
2000/01 and 2014/15 as reported by the Bank of Uganda Annual Reports (2000/01- 2014/15).
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Poverty levels have reduced in the last two decades. For instance, the percentage of Ugandans
living in poverty using both the national and international poverty lines reduced by more than
50 percent from 1993 to 2013 (World Bank, 2016). In recent years, even though the economy
has grown and poverty levels have fallen, the country still faces socio economic challenges of
unemployment and income inequity. Unemployment® was recorded to be highest in the youth
age bracket at 16.8 percent (Uganda Bureau of Statistics, 2017). Income inequality measured
by the GINI Index? has also increased from 0.365 in 1992/93 to 0.395 in 1999/2000 and 0.426
in 2009/10. As at 2014, income inequality stood at 0.47 (Oxfam, 2017). Rising levels of
inequalities are believed to inhibit growth, discourage the evolution of the economic and
political institutions, and undermine civil as well as social life that sustains effective collective
decision making (Birdsall, 2007). In addition to these worsening indicators, the 2017 Inclusive
Growth and Development Report of the World Economic Forum has ranked Uganda 64 out of

74 developing countries on the Inclusive Development Index® (World Economic Forum, 2017).

This situation warrants several questions: What determines Inclusive Growth in Uganda? What
can be done to reduce income inequality and unemployment in Uganda while maintaining a
high level of economic growth? It is against this background that this paper seeks to answer
these questions by examining the determinants of Inclusive Growth in Uganda over the period
2007 — 2016 using the Autoregressive Distributive Lag (ARDL) approach developed by
Pesaran et al. (1999) and advanced by Pesaran et al. (2001). This approach is preferred as
opposed to the traditional cointegration techniques such as Engle-Granger (1987), Phillips and
Ouliaris (1990), Park (1990), or Johansen (1991; 1995) multivariate cointegration procedure
specifically for its ability to accommodate both 1(1) and 1(0) series or series that are mutually
integrated. In addition, the methodology is suitable for small sample sizes.

Since Inclusive Growth remains critical in advancing equitable opportunities for economic

participants during economic growth and creates an opportunity to increase the welfare of the

1 Asat end of 2016/17, unemployment rate was estimated at 9 percent as indicated from the National Household
Survey. It further revealed that more females were unemployed (13 percent) compared to their male counterparts
(6 percent).

2 Gini index measures the extent to which the distribution of income (or, in some cases, consumption expenditure)
among individuals or households within an economy deviates from a perfectly equal distribution. An index of
zero represents perfect equality and 100, perfect inequality.

3 The Inclusive Development Index scores are based on a 1-7 scale: 1=worst and 7=best. Uganda recorded a
score of 3.28



society, it is therefore, important to analyse factors that determine Inclusive Growth with a
view of improving the living standards of Ugandans. However, studies like that of Raheem et
al. (2016);Tella and Alimi (2016), and Kraay (2006) provide the empirical investigation of
Inclusive Growth in developing countries and further suffer from methodological problems
related to cross-country analyses such as the influence of outliers and the heterodoxity of
sample countries under study. Therefore, by analysing the determinants of Inclusive Growth in
Uganda, this paper contributes to empirical literature on the subject matter in Uganda from a
time series perspective. To our knowledge, there is no study that has employed the ARDL
cointegration technique to examine the determinants of Inclusive Growth in Uganda.
Furthermore, the findings of this study could help policy-makers in Uganda to better
understand some of the fundamental developments affecting the country’s broad based growth.
The paper proceeds as follows. Chapter 2 gives selected economic indicators for Uganda.
Chapter 3 reviews literature while chapter 4 provides an empirical analysis. The fifth chapter

presents the results and chapter 6 concludes the study with some recommendations.

a. SELECTED ECONOMIC DEVELOPMENTS IN UGANDA

Growth and Structural Adjustment Programmes

Uganda has gone through various economic and political transformations over the years. The
political and civil strife that plagued the country during the 1970s and early 1980s led to the
significant contraction of the economy resulting in dissaving, physical and human capital flight,
and reduced productivity (Collier and Reinikka, 2001). Following the need for post-war
reconstruction, the country negotiated donor support for an Economic Recovery Programme in
1987, which was followed by a sequence of Structural Adjustment Programs. These were
aimed at rehabilitating the economy and realising economic growth, sustainable balance of
payments, financial stability and low and stable inflation rates. To some extent these reforms
translated in positive economic growth rates over these periods. Between 1997 and 2007, the
Poverty Eradication Action Plan (PEAP) was the overarching national planning framework
used to guide medium term sector plans and the budget process. The PEAP, which was
established on four major pillars* was directed at sustaining and translating the high economic

growth rates into poverty reduction, (Ministry of Finance and Economic Development, 2000).

4 The pillars include; creating a framework for economic growth and transformation; ensuring good governance
and security; directly increasing the ability of the poor to raise their incomes; and directly increasing the quality
of the life of the poor.



The priorities of PEAP were guided by detailed plans of action contained in the respective
sector development plans that included the Education Sector Investment Plan, the Health Sector
Plan, Plan for Modernisation of Agriculture, the Social Development Sector Strategic Plan and
the Road Sector Development Plan.

In 2007, the PEAP was replaced by the Comprehensive National Development Planning
Framework policy which provides for the achievement of a 30 year Vision, to be implemented
through six 5-year National Development Plans. This was done to consolidate and accelerate
the growth process. The country has since maintained its impressive economic performance
that is above the average for Sub-Saharan Africa (excluding high income countries). On
average, the economy registered a growth rate of about 5.7 percent a year over the 2007-2015

as shown in Figures 1 and 2.

Figure 1: Annual GDP Growth Rate, Uganda and Sub Saharan Africa, 1983-2015
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Figure 2: GDP Per Capita Growth Rate, Uganda and Sub Saharan Africa, 1983-2015
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Uganda recorded average positive economic growth of 6.7 percent between 2000/01 and
2014/15. This growth was mainly driven by the services sector, particularly information and
technology which on average grew by 4 percent over the years. The primary sector (mostly
dominated by cash crops and fishing) and secondary (driven by the construction sector) also
continued to play significant roles in Uganda’s economic activity (Bank of Uganda Annual

Reports, 2014/15). Table 1 presents sectoral economic activity for some selected years.

Table 1: Sectoral Contribution to GDP, 2011 — 2015

2011 2012 2013 2014 2015
Agriculture 26.3 26.0 24.7 24.7 23.5
Industry 21.0 20.3 20.3 19.7 19.8
Services 46.0 46.9 47.7 48.1 48.8

Source: Uganda Bureau of Statistics, 2016

Poverty Levels

Uganda has also recorded impressive rates of poverty reduction in the last two decades. The
proportion of the Ugandan population living in poverty, whether measured using the national
poverty line or the international poverty line, has more than halved from 1993 to 2013 (Figure

3). In addition, the proportion of the population living below the national poverty line declined



from 56.4 percent in 1993 to 19.7 percent in 2013 while the proportion of the population living
below the international extreme poverty line of US$1.90 a day (2011 prices) fell from 68.1
percent in 1993 to 34.6 percent in 2013.

Figure 3: Headcount Poverty Rate, National and International Poverty Line, 1993-2013
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The proportion of people living on less than US$1.90 per person per day fell by 2.7 percentage
points per year between the period 2003 to 2013, the second fastest percentage point reduction
in poverty per year in Sub-Saharan Africa, after Chad (World Bank, 2016). The World Bank
Poverty Report of 2016 also suggest that even though poverty rates in the Africa have declined
over the years, these numbers may not be telling the real story since economic growth has been
accompanied by growing population rates. This indicates that there may be more people living

in poverty than anticipated.
Demographics

The country has a relatively young population of about 60 percent below 18 years of age out
of a total population estimated at 34.6 million people, with an age dependency ratio of 103.3.
The average household size is 4.7 persons per household and 79 percent of the population lives
in rural areas (Uganda Bureau of Statistics, 2014). With a population annual growth rate of 3.0

percent, this is above the average population growth rate for Sub Saharan Africa of 2.7 percent.
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Income Inequality

Turning to income inequality, Uganda has set out an agenda for its future in the form of Vision
2040. This vision foresees a middle-income country with the majority of its citizens living in
urban areas, having smaller families, and earning income in non-agricultural sectors. To
achieve this vision, income inequality which has risen over the years (Figure 4) need to be
reduced. The rise in this inequality has been mainly due to a combination of various factors
such as the labour market skills mismatch, jobless growth and large income disparities. This
failure to match the skills needed in the economy creates a gap in the human capital which is
critical for economic and social transformation (Government of Uganda, 2013).In this regard,
the GINI index measure of inequality displays an upward trend, rising from 0.365 in 1992/93
to0 0.395 in 1999/2000 and to 0.426 in 2009/10 and further widened to 0.47 in 2013/14.

Figure 4: Gini Index, 1992/93 — 2013/14
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Unemployment

The mismatch between the contribution of the different sectors to GDP and the proportion of
the population that derives its livelihood from the sectors also has serious implications for the
level of unemployment and underemployment in Uganda. Although the contribution of
agriculture to overall GDP has remained lower than that of services or industry, its share in
employment remains high. Services, which account for almost half of GDP, employ only about
24 percent of the population. Employment in industry, which accounts for more than a quarter

of GDP, is also very minimal, at about 8 percent of the population.

Uganda’s impressive growth has failed to create enough jobs for the ever-increasing labour
force. This increasing labour force is characterised by large under or unemployed due to
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inappropriate skills and the slow absorptive capacity of the economy. This has bred a large
number of unemployed youth who are becoming a social and economic threat. Table 2 shows
that the population that is neither in employment nor education/training was 57.7 percent in
2014. The table also shows that the majority of the population aged 14-64 years not working

were full time students.

Table 2: Population neither in Employment nor Education/Training (NEET) by Selected
Characteristics

Characteristics Full time NEET (%) Total
Residence
Urban 44.4 55.6 100
Rural 41.2 58.7 100
Sex
Male 52.8 47.2 100
Female 34.8 65.2 100
Age Groups
14 68.3 31.7 100
15-19 60.9 39.0 100
20-24 34.3 65.8 100
25-29 9.1 91.0 100
30-34 2.0 98.0 100
35-39 0.1 99.9 100
40-59 0 99.9 100
60-64 0 100.0 100
Total 42.3 57.7 100

Source: Uganda Bureau of Statistics, 2014

Other Indicators

Although there has been significant increase in primary enrolment rates, as a result of the
Universal Primary Education programme that was introduced by the Government in 1997, this
is yet to translate into substantial improvements in educational outcomes. According to the
National Population and Housing Census that was carried out in 2014, only 58 percent of the
population aged 6 years and above had attained primary education. The 2017 Inclusive Growth
and Development Report of the World Economic Forum scored Uganda at 3.28 from a possible
overall score of 7. In addition, the country is ranked 68 out of 75; and 63 out of 73 on the
measure of inclusiveness and intergenerational equity, respectively. This is suggestive of the

extent to which economic growth in Uganda may not be beneficial to all.
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2. LITERATURE REVIEW
i. Theoretical Literature

The analysis of economic growth weakened after the late 1960s. Then, after a lapse of two
decades, this work became forceful again in the 1980s. It commenced with models of the
determination of long-run growth, a part that is now called endogenous growth theory. Other
recent research stretched the older, neoclassical growth model, especially to convey the
empirical inferences for convergence across countries. These researches noted that growth has
vital implications for the welfare of people. Classical economists, (see Adam Smith (1776),
David Ricardo (1817), and Thomas Malthus (1798), and, much later, Frank Ramsey (1928),
Allyn Young (1928), Frank Knight (1944), and Schumpeter (1934)), provided many of the
rudimentary ingredients that appear in present concepts of economic growth. These thoughts
comprise the basic methods of competitive behavior and equilibrium dynamics, the role of
diminishing returns and its relation to the accumulation of physical and human capital, the
interplay between per capita income and the growth rate of population, the effects of
technological progress in the forms of increased specialisation of labour and discoveries of new
goods and methods of production, as well as the role of monopoly power as an incentive for

technological advance.

The point of departure for modern growth theory is Ramsey (1928), with work that was
numerous years revolutionary. Ramsey’s handling of household optimisation over time goes
far beyond its application to growth theory; it is hard now to discuss consumption theory, asset
pricing, or even business-cycle theory without invoking the optimality conditions that Ramsey
introduced. Ramsey’s intertemporal separable utility function is as extensively used in recent
times as the Cobb-Douglas production function. The economics profession did not, however,
accept or widely use Ramsey’s approach until the 1960s. Harrod (1939) and Domar (1946)
attempted to integrate Keynesian analysis with elements of economic growth. They used
production functions with little substitutability among the inputs to argue that the capitalist
system is inherently unstable. Although these contributions triggered a good deal of research
at the time, very little of this analysis plays a role in today’s thinking. In addition, Solow (1956)
and Swan (1956) developed a model which is a neoclassical form of the production function,
a specification that assumes constant returns to scale, diminishing returns to each input, and

some positive and smooth elasticity of substitution between the inputs.
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The production function is combined with a constant-saving-rate rule to generate an extremely
simple general-equilibrium model of the economy. One prediction from these models is
conditional convergence, where it is assumed that income levels of poor countries will
converge toward those of rich countries, if saving rates for both physical and human capital as
a share of output were similar in poor countries. Another prediction of the Solow—Swan model
is that, in the lack of ongoing advances in technology, per capita growth must eventually cease.
This prediction, which is similar to the one of Malthus (1798) and Ricardo (1817), also comes
from the assumption of diminishing returns to capital.

The neoclassical growth theorists of the late 1950s and 1960s observed the modelling
deficiency and usually strengthened it up by predicting that technological progress happened
in an exogenous way. They merge the theory with a positive, possibly constant per capita
growth rate in the long run, while holding the prediction of conditional convergence. The
noticeable deficiency, however, is that the long-run per capita growth rate is determined wholly
by the rate of technological progress which is outside of the model. Barro and Sala-i-Martin
(1995) asserts that in the long run, the world economy will be driven by those countries whose
main source of growth is productivity improvements manifested by increases in technological
progress. The long-run growth rate of the level of output also depends on the growth rate of

population, another element that is exogenous in the standard theory.

Cass (1965) and Koopmans (1965) carried Ramsey’s analysis of consumer optimisation back
into the neoclassical growth model and thus catered for an endogenous determination of the
saving rate. This addition permits for richer transitional dynamics but tends to preserve the
hypothesis of conditional convergence. The endogeneity of saving also does not remove the
dependence of the long-run per capita growth rate on exogenous technological progress. Arrow
(1962) and Sheshinski (1967) built models in which ideas were unintended by-products of
production or investment, a mechanism described as learning by doing. Romer (1986)
exhibited later that the competitive framework can be retained in this case to determine an
equilibrium rate of technological advance, but the resulting growth rate would typically not be
Pareto optimal. More generally, the competitive framework breaks down if discoveries depend
in part on purposive Research and Development (R&D) effort and if an individual’s
innovations spread only gradually to other producers. In this realistic setting, a decentralised
theory of technological progress requires basic changes in the neoclassical growth model to

incorporate an analysis of imperfect competition. These additions to the theory did not come
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until Romer’s research in the late 1980s. After the mid1980s, research on economic growth
experienced a boom, beginning with the work of Romer. The inspiration for this work was the
thought that the determinants of long-run economic growth are crucial issues, than the
mechanics of business cycles or the countercyclical effects of monetary and fiscal policies. But
acknowledgment of the importance of long-run growth was only an initial step to supplement,
one had to avoid the straight jacket of the neoclassical growth model, in which the long-term
per capita growth rate was pegged by the rate of exogenous technological progress. Thus, the
current additions regulate the long-run growth rate within the model; hence, the designation,

endogenous growth models.

4.1 Empirical Literature

For economic growth to be inclusive, it requires productive employment. The concept of
productive employment as an essential component of Inclusive Growth was also stressed by
Bhalla (2007), who expressed concern with the growth and distribution of employment growth.
While numerous low and middle-income countries have weathered the economic crisis since
2008 well, and economic growth rates have remained high or have recovered, many of the
imbalances that caused the crisis and remain responsible for persistent deprivation continue to
exist. At the core of this global challenge is a need to enhance populations and particularly poor
and marginalised groups. There is a need for economic development with access to productive
opportunities, decent jobs and businesses opportunities. The nature of these challenges is
different in each country and region. With the departure of the equity from these debates and
rise of definition of absolute pro-poor growth, modern theorists have postulated that growth is
not an end in itself. But it has to make it possible to attain other vital purposes of individuals

and societies and spare people from poverty and drudgery.

McKinley (2010) provided a single index for inclusive growth by applying weights and scores
to different aspects of growth and inclusion in the areas of growth, productive employment and
economic infrastructure, income, poverty and equity, human capabilities and social protection.
The insertion of several aspects that individually are more or less easily measured, makes the
index rather complex and somewhat arbitrary. The index is very demanding in terms of data,
and data limitations can possibly make it hard to compare the scores across countries, if the
subcomponents are not based on the exact same measures. Likewise it is not possible from the
index alone to identify exactly what each subcomponent consist of, or in which area the

development has been inclusive. To mitigate these problems, Ramos et al (2013) introduced
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an index between zero and one, but based solely on poverty rates, inequality and employment.
They used min-max normalisation and the index is therefore highly based on comparisons
between countries. Countries with a poverty rate above 65 per cent are considered non-
inclusive and for these countries only the poverty rate and inequality measure is included in
the index to avoid misinterpretation of underemployment. The result is that the foundations of
the index are not the same for all the countries compared in the study, and for the poorest

countries only benefit sharing is included in the index.

Anand et al (2015) used an even more simple definition of inclusive growth moving it towards
the absolute definition of pro-poor growth. They constructed a social mobility function based
on growth rates and income distribution and analysed the movements in the curve over time.
The largest advantage of their approach is the high data accessibility. The caution is that it

resembles pro-poor growth to an extent where the two concepts become indistinguishable.

Muhammad and Sardar (2012) inspected the nature of relationship between the macroeconomic
and social development indicators by using a Multiple Regression Framework and Vector
Autoregression Model to determine the direction of causality between the key macroeconomic
variables of Pakistan over the period of 1997/98 to 2009/10. They concluded that low spending
on health and education, promote growth in agriculture and rural development for sustained
and Inclusive Growth. They also advised policymakers in Pakistan to explore the myths and
realities of Inclusive Growth strategies to identify and prioritise the Pakistan specific

constraints.

Anand et al. (2013) estimated a unified measure of Inclusive Growth for emerging markets by
assimilating their economic growth performance and income distribution outcomes. They
calibrated country distributions by merging GDP per capita in Purchasing Power Parity (PPP)
US$ terms and income distribution from survey data and applied the microeconomic concept
of a social mobility function at the macroeconomic level to measure Inclusive Growth that is
closer to the absolute definition of pro-poor growth. They found out that macroeconomic
stability, human capital, and structural changes are foundations for achieving Inclusive Growth.
This was also confirmed by Berg et al. (2011), Bhalla (2007) and Anand et al., (2013) who
also concluded that the role of globalisation could also be positive with Foreign Direct
Investment (FDI) and trade openness fostering greater inclusiveness, while Financial
Deepening (FD) and technological change have no discernible effect. Barro (1996) found the

same results in a cross country study on determinants of economic growth.
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5. EMPIRICAL ANALYSIS

In examining the determinants of Inclusive Growth in Uganda, this study uses ARDL bounds
testing approach to cointegration and Error Correction Model (ECM) based on ARDL
procedure developed by Pesaran and Shin (1999) and advanced by Pesaran et al. (2001). This
approach is preferred over other similar approaches such as Johansen (1988, 1995) and Engle
and Granger (1987) because it can be employed irrespective of whether the underlying
regressors are integrated of order 1(0) or I(1), and can be suitable for small sample sizes
(Pesaran et al, 2001).

To model the Inclusive Growth equation in Uganda, the study formulates the following linear
model following the work by Oluseye and Gabriel (2017) and Anand et al. (2013) where
inclusive growth is determined by, amongst others, FDI, Trade Openness (open), government
expenditure on education and health i.e. Human Capital (HC), Consumer Price Index (CPI),

Development Expenditure (DEV), and Financial Deepening.

Ct = + BIFDIy + Sl0R; + f3ICPIy + S4IDEVy + fgIHCy + FoIFDy + ey

5.1 The Data

The quarterly dataset used in the analysis is obtained from the Bank of Uganda, Ministry of
Finance, Planning and Economic Development, and Uganda Bureau of Statistics for the period
2007 to 2016. The variables used in the specified model and their expected signs are

summarised in Table 3.

Table 3: Data Series, Sources and Expected Sign

Variable Descriptor Database/Source Expected
Sign
FD Financial Deepening ( total Bank of Uganda Positive
credit to household)
HC Government Expenditure Ministry of Finance, Positive
on Education and health Planning and Economic
Development.
DEV Development Expenditure Ministry of Finance, Positive
Planning and Economic
OP Trade Openness ((Imports Uganda Bureau of Statistics Ambiguous
+ Exports)/GDP))
CPI Consumer Price Index Uganda Bureau of Statistics Negative
FDI Foreign Direct Investment Bank of Uganda Positive
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The natural logarithm of all the regressors, FDI, CP1 HC, OP, POP, DEV and FD, is employed.
Financial Deepening is measured as credit to the household sector as a share of GDP. The
availability of credit to households is linked to the economic opportunities and outcomes.
Credit to households can lead to financial smoothing and an improvement in investment in
education and health which is vital for the achievement of Inclusive Growth. Financial
deepening is therefore an important element of Inclusive Growth. This study expects a positive
relationship between Financial Deepening and Inclusive Growth. Government expenditure in
all forms of education and health such as enrolment in early, basic, vocational, tertiary
education, access to health services as well as the availability of training services, provides an
opportunity for the society to participate in economic activities. Human Capital therefore plays
an important role of reducing income inequalities and poverty levels, which is key for the
achievement of Inclusive Growth. This study therefore, expects a positive relationship between

human capital and Inclusive Growth.

Moreover, growth is assumed to be inclusive when it is able to provide and improve the access
of the population to basic socio economic infrastructure (McKinley, 2010). In most developing
economies, this type of infrastructure is normally provided through government development
expenditure. In this regard, the size of government development expenditure plays a significant
role in the overall attainment of Inclusive Growth. A positive relationship between the

development expenditure and Inclusive Growth is expected in this study.

Trade Openness is measured as the ratio of the sum of export and imports to GDP and captures
the degree of openness in an economy. Barro (2008) found that a more open economy will
worsen the income inequality. On the contrary, IMF (2013) associated trade openness with a
decrease in inequality. In this regard, the relationship between inclusive growth and trade
openness can either be positive or negative in this study. Consumer Price Index is used to
measure some degree of domestic macroeconomic stability. A rapid increase in prices leads to
macroeconomic instability, discourages investment and inhibits sustainable economic growth,
which is vital for inclusive growth. The rapid increase in prices also deteriorates income
distribution (Li and Zou 2002). The relationship between CPI and Inclusive Growth is expected

to be negative.
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Foreign Direct Investment as a share of GDP in a host country has various benefits such as the
potential to create employment and the adoption of latest technology, which leads to
improvement in economic growth. For this study, the relationship between FDI and inclusive

growth is expected to be positive.

5.2 Empirical Framework

The long-run and ECM are estimated using ARDL framework as follows:

xt—a0+Z<p1xt l+z¢2yt it U (2)
Axt—a0+2191Axt I+Z192Ayt i Y O3ECT_q + g 3)
i=1 i=0

Where p, is an error term and ¢'s and 9's are the parameters to be estimated, m and n are the
lag lengths and 95 is the coefficient of the lagged Error Correction Term (ECT;_;), which
measures the speed of adjustment to long-run equilibrium following a shock to the system. x;

represents a vector for dependent variables and y, is a vector for regressors.

Specifically, a representation of the long run and ECM using the ARDL methodology in order

to analyse the determinants of Inclusive Growth in Uganda is shown in equation 4.

P
ANICy =@+ BlICy g + BpICPIy g + falHC, g + f4IOR g + B5IFD g + fgIFD 1 + f7IDEV 4 + X S1AlIC
i=
P P P P P P
I GpAICPI_j + 3 GgAIHC_j + 1 64A0R_j + X O5AIFDI_j + 3 GGAIFDj + X & AIDEV_j + (2 + &
i= i= i= i= i= i=
(4)

Where p is the lag length, « is the drift component and &, is the random error term. t is the
time period, f, - f, are the coefficents explaining the elasticities of explanatory variables in the
long run, o, - «, are the coefficents explaining the elasticities of explanatory variables in the

short run. In are logarithms in order to have more reliable and unbiased results and A is the first
difference operator. IC; is the measure of Inclusive Growth as proxied by per capita income. A
variety of approaches have been used to measure Inclusive Growth in the literature. These

include: the social opportunity function (see Asghar and Javed, 2011); macro mobility social
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function (see Anand et al, 2013); gross domestic product per person employed (see Oluseye
and Gabriel, 2017; Tellaand Alimi, 2016) and Poverty Equivalent Growth Rate (see Domonkos
et.al, 2013; and Kakwani and Son, 2008); and gross value added per capita just to mention a
few. This study uses per capita income as a proxy for inclusive growth in Uganda. This
approach is similar to Ali and Son, 2007 and Raheem et al, (2016) who highlighted that per
capita income maintains the effectiveness of economic growth by considering the impact of

the population and its growth.

5.3 Hypothesis Testing

In this framework, the long-run relationship between the underlying variables is assessed by
testing the null hypothesis in equation 4; Hy: B; = B, = B3 = B4 = Bs = B¢ = B7 = 0 against
the alternative hypothesis; Hy: By # By # B3 # B4 # Bs # B # B7 # 0. The F- statistic
derived from this test is compared with two sets of asymptotic critical values (lower and upper
bound values) for a given level of significance reported in Pesaran et al. (2001) and Nayaran
(2005) for large samples and small sample sizes, respectively. The lower bound values assume
that all variables in ARDL model are 1(0) while the upper bound values assume that the

variables are I(1).

Therefore, on the one hand, if the computed F-statistic is less than the lower bound value, the
null hypothesis of no cointegration cannot be rejected. On the other hand, if the computed F-
statistic is greater than the upper bound value, the null hypothesis of no cointegration is rejected
and it is concluded that the variables are cointegrated. Nonetheless, the test becomes
inconclusive in cases where the computed F-statistic falls between the two critical bound

values.

5.4 EMPIRICAL RESULTS
5.4.1 Unit Root Results

Table 4 shows that all the variables are integrated to the first order except trade openness and
foreign direct investment using both Augmented Dickey—Fuller (ADF) tests and Phillips—
Perron (PP) test as a complementary test. This is because ADF has been found to have low
power in certain circumstances and PP corrects for any serial correlation and heteroskedasticity
in the errors by directly modifying the test statistics and does not require specification of lag
length (Molapo, 2017). The combination of 1(0) and I(1) makes it appropriate for the ARDL
econometric approach to be used for the estimation of the model. Augmenting lags are included
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in unit-root tests in order to purge autocorrelation from the series. To decide on the number of
lags in unit root testing the lowest Akaike Information Criterion (AIC) complemented by
Schwartz Bayesian Criterion (SBC) are used for better fit. The AIC and SBC estimate the
quality of each model, relative to each of the other models and help for the choice of

parsimonious model because there is a penalty to adding higher lags.

Table 4: ADF and PP Unit Root Test Results

Ho: non-stationary in levels | Ho:  non-stationary in first | Order of
difference Integration
Variable ADF- PP Statistic | ADF- PP Statistic
Statistic Statistic
FD -2.510191 -2.339724 -6.683175 -6.741289 (1)
(0.1209) (0.1652) (0.0000)* (0.0000)*
HC -1.326059 -1.047290 -7.800454 -11.35271 (1)
(0.6078) (0.7265) (0.0000)* (0.0000)*
DEV -0.717330 0.033664 -9.695669 -19.30417 (1)
(0.8300) (0.9560) (0.0000)* (0.0001)*
OP -11.68724 -8.808367 1(0)
(0.0000)* (0.0000)*
CPI -2.233387 -2.125036 -6.433726 -6.782465 (1)
(0.1983) (0.2364) (0.0000)* (0.0000)*
FDI -7.019440 -7.001023 1(0)
(0.0000)* (0.0000)*

Note: Values in brackets are are P-values. The asterisks *, ** and *** denote significance
level at 1 per cent, 5 per cent and 10 per cent, respectively.

5.5 Bounds Testing Results

Table 5 presents bound test results for cointegration between inclusive growth and Foreign
Direct Investment, Consumer Price Index (CPI), Human Capital (HC), Trade Openness,
Development Expenditure, and Financial Deeping (FD). The statistical inference for the long
run estimated results are found to be valid since the F-statistic of 4.0 is above the critical value
at 5 percent significant level. Therefore, there is a stable and unique long-term relationship
between inclusive Growth, FDI, CPI, HC, Trade Openness DEV, and FD in Uganda.

Table 5: Bound test for Cointegration Results
Bound test for Cointegration

Critical Value bounds of the F statistic: Intercept and no trend
90 percent level 95 percent level 99 percent level
1(0) I(1) 1(0) I(1) 1(0) I(1)
2.218 3.314 2.618 3.863 3.505 5121

F- Statistics: 4.036080
Sample Size: 39
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Number of regressors: 6

5.6 Results of the Long- Run ARDL Model on the Determinants of Inclusive Growth

Since there is evidence of long run cointegration between variables, equation 2 is estimated
and the results are presented in table 6 and their associated diagnostic tests. In terms of
diagnostic tests, the model fits the data well since about 82 of the variation in the Inclusive
Growth is explained within the model. The Jarque-Bera (JB) and Durbin-Watson (DW) tests
for normality of errors and serial correlation, respectively, also indicate that the residuals are

white noise.

Table 6: Long Run- Model Estimation Results

Estimated Long-Run determinants of Inclusive growth Model

Variable Coefficient Std. Error t-Statistics P-Value

IFD 0.839962 0.3070638 2.7354634 0.0134**
IHC 0.65526 0.3486358 1.8527843 0.0784***
IDEV 0.222673 0.2210193 1.0074818 0.5885
IOP -0.923619 0.0061140 -151.06537 0.0000*
ICPI -0.303467 0.0973504 -3.1172649 0.0072*
IFDI 0.839962 0.3070638 2.7354634 0.0134*

Diagnostics Tests
R-squared = 0.853246
Adj R-squared =0.8269514
Durbin-Watson = 1.89654
Jarque-Bera = [1.488332] (0.598547)
Wald Test =[ 4.036080] (0.0000)*
Breusch-Godfrey Serial Correlation LM Test = [0.89584] (0.3154)
Heteroskedasticity Test: Breusch-Pagan-Godfrey = [1.42275] (0.3645)
Note: Values in brackets are F-statistics while values in parentheses are p-values. The
asterisks *, ** and *** denote significance level at 1 per cent, 5 per cent and 10 per cent,
respectively.

The structure of the ARDL model that is estimated is ARDL (1, 1, 1, 0, 1, 1, 1, 1) .All the
estimated coefficients, with an exception of growth of Development Expenditure are not only
statistically significant but also consistent with the theory in the long run. Financial inclusion
has been identified as a priority sector in the government's efforts to make the growth process
more equitable and inclusive, and technology is playing a pivotal role in this process by
reducing the cost of delivery while increasing the sector's efficiency and productivity (Shah
and Dubhashi, 2015). The positive coefficient for financial deepening implies that, ceteris
paribus, a percentage increase in financial deepening raises inclusive by 0.8 percent in Uganda.
In addition, a percentage increase in the government expenditure on education and health spurs

inclusive growth by about 0.6 percent. Wilson and Briscoe (2004) also concluded that the
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impact of investment in education and training on national economic growth is positive and
significant for all European Union (EU) Member States. The FDI has been lauded for its
positive spillovers to host countries in terms of skills transfer, employment creation and
eradicate poverty and it also plays a significant role in Uganda. However, high inflation and

growth of openness negatively affect Inclusive Growth in Uganda.

5.7 Error Correction Model for the Determinants of Inclusive growth

Table 7: Short Run- Model Estimation Results

Variable Coefficient Std. Error t- P-Value
Statistics

D(IFD) 0.056621 0.0864271 0.65512 0.6302
D(IHC) 0.049527 0.0760164 0.65153 0.6530
D(IDEV) 0.057478 0.024954 2.30326 0.0370**
D(IOP) -0.989253 0.0037243 -265.6273 0.0000*
D(ICPI) -0.063797 0.0123818 -15.2550 0.0000*
D(IFDI) 0.364193 0.0614613 5.15230 0.0000*
ECT(-1) 0.056621 0.0864271 -5.9256 0.0000*

Note: The asterisks *, ** and *** denote significance level at 1 per cent, 5 per cent and 10
per cent, respectively.

The study estimates the ECM in order to get an insight into the short-run relationship between
inclusive growth and FDI, CPI, HC, Trade Openness, Development Expenditure, and FD.
Table 7 presents the ECM estimation results. In the short run, all other coefficients of the
endogenous and exogenous variables are statistically significant, excluding for the growth of
FD and HC. The short run results indicate that inclusive growth in Uganda is significantly and
positively influenced by development expenditure and foreign direct investment. On the other
hand, trade openness, and CPI have worsened the prospects of ig in Uganda. The Error
Correction Term also bears the correct (negative) sign and is statistically significant at the 1
percent level. This ensures the attainment of long-run equilibrium following a shock in the
system. As shown in the appendix 1, the CUSUM and the CUSUM sum of squares falls within
the 5 percent significant levels indicating the model is stable. This gives us some level of

comfort in the results and conclusions of the model.

6. CONCLUSION AND POLICY RECOMMENDATIONS

The economic challenges of the 21 century remain vast. Poverty has tumbled in recent decades
as economies have grown, at times very quickly, but at all income levels, many countries have

experienced mounting inequality. Economies will need to be transformed if they are to ensure
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sustained improvements in living standards for all the world’s citizens (Barro, 2008). This
paper seeks to understand the key determinants behind inclusive growth in Uganda by
examining the role played by FDI, CPI, HC, trade openness, development expenditure and FD
over the period 2007 — 2016 using the ARDL approach developed by Pesaran et al. (2001).

The findings from the co-integration analysis reveal that FDI, HC and FD are positively related
to inclusive growth in the long-run. This suggests that while the banking sector remains well
capitalized in Uganda, more intrusive supervision can enhance financial stability in long run.
Development expenditure is found to have no significant effect on inclusive growth. However,

in the short run, FD and HC has been found to insignificantly affecting Inclusive Growth.

On the other hand, there is a negative relationship between Inclusive growth and trade
openness, and the price level. The inflation targeting framework introduced in 2011 has served
Uganda well by bringing much needed price stability, and predictability, thus providing a
climate that is more favourable to sound, sustained economic growth and job creation. This
suggests that low inflation is not just a necessary condition for economic activity and inclusive
growth, but also a sufficient condition for macroeconomic stability. In this regard, the study
recommends that policymakers need to keep in mind that low inflation is a pre-condition for
economic activity, and also that high inflation affects mostly the welfare of the poor. While the
concept of openness brings more benefits such as open market access and is widely accepted
as major catalyst of economic growth, it could bring high competition that can lead to corporate
restructuring, imbalances in trade and dependency on global markets. Therefore policymakers
should focus their efforts on easing restrictions on international trade and design strategic trade

policies that can further open up the markets for Ugandan exports.

The most daunting task in Uganda is to provide employment not only to the growing labour
force every year, but also to reduce the backlog of the unemployed from the previous years.
Uganda has made remarkable economic achievements over the past decades registering
considerable growth rates in per capita GDP and poverty. The performance was underwritten
by sound macroeconomic policies and institutions, and a reliance on the private sector as the
engine of growth by bringing much needed FDI (IMF, 2011). The country’s challenge going
forward is to rebuild momentum for continued high and inclusive growth and recognising the
potentially negative social, economic, and political consequences of these trends and Uganda

should pay particular attention to the factors identified in the study, as these will have

24



implications for the attainment of Inclusive Growth and sustainability of the economy in the

long run.
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5. Does Gender Matter For Financial Inclusion In Malawi?

By Moffat Sinkanako Banda®, Wytone Jombo® and Onelie Nkuna’

Reserve Bank of Malawi

Abstract

Financial inclusion has been widely cited in literature as one of the necessary conditions for an
all-inclusive growth, particularly in the developing countries. While the importance of financial
inclusion in supporting economic growth has been widely recognised in the literature, the jury
is still out on whether being a male or female can affect one’s probability of being financially
included. Given that women constitute over 50 percent of Malawi’s population, the existence
of significant gender gap would mean inequitable economic growth in the country. Using cross
sectional data from 2014 Baseline Survey on Financial Literacy and Consumer Protection
conducted by the Financial Support Technical Project (FSTAP) in Malawi, the study
investigated the effects of gender on financial inclusion. Specifically, the thrust of this study
was two-fold. Firstly, the study investigated the relationship between financial inclusion and
gender. Financial inclusion was measured by dummy variables that capture ownership of at
least one financial product. Thus, financial inclusion takes a value of 1 if an individual owns at
least one financial product and O if otherwise. Financial products included in the study are
saving account, credit account, financial investment, insurance, remittances and mobile money.
Results suggest a gender gap in favour of women. Compared to men, women are more likely
to be financially included in Malawi.

Secondly, using a multivariate probit model, the researchers assessed the effect of gender on
ownership of the individual financial products. The use of the model was guided by a chi-
square test for correlation of the error terms from the individual equations of ownership of the
products. Results showed that a gender gap in favour of women for ownership of savings
accounts, credit accounts and investment. One possible explanation of the reverse gender gap
in financial inclusion in Malawi is the role of microfinance institutions in the financial
landscape in Malawi. These institutions tend to serve women more than men and hence have
played a major role in ensuring financial inclusion of women in the country.

To ensure good fit, the following control variables were included in the model; financial
capability, age of respondents, marital status, education, employment, household size, income,
and variables capturing residency of the respondents.

The study therefore recommends repackaging of the financial products offered by microfinance
institutions to ensure that they serve not only the interests of women but those of men as well.

5 Economist, Banking System-Reserve Bank of Malawi
6 Economist, Research and Policy Analysis-Reserve Bank of Malawi
7 Principal Economist, Financial Stability-Reserve Bank of Malawi
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Further, we recommend government increased effort towards universal education and also
amendment of the primary and secondary school curricula by including financial topics to
harness the efforts already made in the area of financial inclusion. Elimination of gender
inequality in economic activities is also vital to further improve financial inclusion.

Key Words: Financial Inclusion, Financial products, Gender, Malawi, Probit.

3 INTRODUCTION

Financial inclusion has been widely cited in literature as one of the necessary conditions for an
all-inclusive growth, particularly in the developing countries (Burgess and Pande 2005; Bruhn
and Love 2014; Sahay et. al. 2015). Increasing access to and use of quality financial products
and services is essential for inclusive economic growth and poverty reduction (Holloway,
Niazi, & Rouse, 2017). More specifically, studies suggest that when people participate in the
financial system, they are better able to manage risk, start to invest in a business, and fund large
expenditures such as ducation and home improvement (Ashraf, Karlan, & Yin 2010; Dupas &
Robinson 2013; Cull, Robert, Tilman, & Nina 2014).

Therefore, financial inclusion is a necessary ingredient for inclusive growth and, certainly,
sustainable development. This is why Chibba (2009) pointed out that financial inclusion is an
important tool for eradicating poverty and narrowing income inequality. As such it is an
integral part of inclusive development and a building block for poverty reduction strategies.
Burgess, Pande and Wong (2005) found that state-led branch expansion into rural unbanked
locations and the enforcement of directed bank lending in India led to reduction in poverty
through increased bank borrowing among the poor, in particular among low cost and tribal
groups. While the importance of financial inclusion in supporting economic growth and
reducing poverty has been widely recognised in the literature, it is still not clear whether being
a male or female can affect one’s probability of accessing and utilising formal financial

products and hence financial inclusion.

Women form a disproportionately large share of the world’s unbanked population (Karlan &

Morduch 2009) hence not financially included. The status quo has not improved much even
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after increasing awareness by international agencies, donors, governments and the private
sector of the benefits of women’s full financial inclusion. The gender gap in financial services
uptake and usage persists as 2014 Global Findex found that 58 percent of women have an
account compared to 65 percent of men, reflecting a gender gap of 7 percentage points globally
(Demirguc-Kunt, Klapper, Singer & Oudheusde 2015). Similarly, the International Finance
Corporation (IFC) (2011) estimates that women-owned businesses have up to US$320 billion
in unmet financing needs worldwide. United Nations Women (2015) points out that increasing
women’s financial inclusion is especially important as women disproportionately experience
poverty, stemming from unequal divisions of labour and a lack of control over economic
resources. Many women remain dependent upon their husbands, and about one in three married
women from developing countries have no control over household spending on major
purchases (United Nations Women, 2015). In addition, women often have more limited
opportunities for educational attainment, employment outside of the household, asset and land

ownership, the inheritance of assets, and control over their financial futures in general.

Within the Southern African region, the gender gap prevails even in countries with the highest
financial inclusion. Fin Mark Trust (2016) reports that the gender gap in bank account
ownership is highest in Botswana, Swaziland, and Mauritius. South Africa is the only country
with a positive gender gap. All the indicators of financial inclusion suggest a negative gender
gap in Malawi (Fin Mark Trust, 2016).

Given that women constitute over 50 percent of Malawi’s population (National Statistics
Office, 2008), the existence of a significant gender gap would mean inequitable economic
growth in the country. This study therefore investigates whether gender significantly
determines one’s probability of being financially included or not in Malawi. The study uses
cross sectional data from the 2014 Baseline Survey on Financial Literacy and Consumer
Protection conducted by the Financial Support Technical Project (FSTAP) in Malawi. Section
2 gives an overview of financial inclusion in Malawi; section 3 provides literature review in
the study area; the methodology is covered in sections 4 and 5, while section 6 highlights the

discussion of the results, and section 7 gives the recommendations and conclusion.
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4 Financial Inclusion in Malawi and Beyond: A snapshot

2.1 The Malawian Financial Inclusion Landscape

Malawi’s population is estimated at 17.8 million in 2017 (United Nations, 2016). About 9
million of the population are adults and 81 percent of the adults reside in the rural areas. About
40 percent of the adult population are under the age of 30 years while 76 percent of the adults
have primary education or less (Finscope Survey, 2014). The country has three major regions:
northern, central and southern region with 28 districts. Twenty (20) percent of all financial
access points are concentrated in Lilongwe District, making it the main hub of financial
services in Malawi. Northern region is the least covered area in terms of the country’s total
access points. Commercial banks and microfinance institutions (MFIs) together constitute 80%
of the country’s total access points. Karonga district has the highest number (0.81) of access

points per 10,000 adults (18+ years) among all districts in Malawi.

According to the Human Development Report of 2011, about 90.4 percent live on less than
US$2 a day and three quarters of these live below the World Bank poverty line of US$1.25 per
day. As expected, most people in Malawi do not have access to formal financial services
(Mandiwa, 2014). While financial services for the poor cannot solve all the problems caused
by poverty, they can help put resources and power into the hands of poor and low income
people themselves, allowing them to chart their own paths out of poverty. The poor are usually
placed at a disadvantage in accessing financial services due to the remote
areas they reside in. In addition, lack of formal education reduces the interest of formal
financial institutions to provide services for them. Considering that a large part of the
population in Malawi live below the poverty line, development of a favourable and inclusive
financial system becomes significant. Despite this revelation, Figure 1 suggests that overall,

financial exclusion has only declined by 4percentage points from 2008 to 2014, in Malawi.

35



Figure 1: Access to Financial Services in Malawi—Ilittle progress in the past decade
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2.2 Financial Inclusion in the SSA

Sources of finance in Sub-Saharan Africa(SSA) can be both formal and informal and can range
from banks, near banks, non-banks, community organizations to friends and family. However,
lack of access to finance is common in the Macroeconomic and Financial Management Institute
of Eastern and Southern Africa (MEFMI) region, Southern African Development Community
(SADC) region and the larger sub-Saharan region. Figure 2 shows that as at 2009, 63 percent
and 33 percent of eligible people in Zambia and Botswana, respectively, were financially
excluded. By 2011, Zimbabwe, Lesotho, Swaziland, and Namibia had banked populations
estimated at 24, 38, 44, and 62 percent of the national total, respectively. The statistics are not
inspirational as they are in stark contrast to accumulating evidence that shows a positive effect
of financial inclusion on accelerating economic growth, reducing income disparities, and

poverty. Thus, given the importance of access to safe, easy and affordable credit and other
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financial services by the poor and vulnerable groups as well as disadvantaged and lagging
sectors, the statistics point to the challenges the SSA region has to surmount. Clearly, access
to a well-functioning financial system, by creating equal opportunities, enables economically
and socially excluded people to integrate better into the economy and actively contribute to
economic development. Furthermore, the financially included are better placed to protect
themselves against economic shocks and this is one of the fundamental tenets of inclusive
growth.

Figure 2: Financial Inclusion in some MEFMI countries
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2.3 Gender and Financial Inclusion

Increasing women’s financial inclusion is important as women disproportionately experience
poverty, stemming from unequal divisions of labour and a lack of control over economic
resources (Holloway et. al. 2017). Despite important advances in expanding access to formal
financial services in the developing world in recent years, a significant access gap remains
between men and women. This is illustrated through a basic measure of financial inclusion:
account ownership. In fact, Allen et. al (2016) found that greater ownership and use of accounts
is associated with a better enabling environment for accessing financial services, such as lower
account costs and greater proximity to financial intermediaries. Globally, only 58 percent of
women hold an account in a formal financial institution, compared to 65 percent of men
(Demirguc-Kunt et. al., 2015). This gender gap is even more pronounced between men and

women in developing markets, with the largest gap, 18 percentage points, observed in South
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Asia (Figure 3). The financial inclusion gender gaps are also noticeable in the Sub-Saharan

region as shown in Figure 4.

Figure 3: Gender and Financial Inclusion globally (% of age+15)
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Figure 4: Account Ownership by Gender in SSA
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2.4 Determinants of Financial Inclusion

The literature suggests that factors such as gender, education, family upbringing and childhood
experiences, income, wealth levels and health status, influence financial inclusion. According
to Hoyo, Pefia and Tuesta (2013), insufficient or variable income and self-exclusion are the
most important factors, and are influenced by variables denoting individual vulnerability such
as gender, the level of income, education and occupation. Allen, Demirguc-Kunt, Klapper and
Peria (2016), found that the probability of owning an account at a formal financial institution

is higher for richer, more educated, older, urban, employed, married or separated individuals.

Zins and Weill (2016) also used the World Bank's Global Findex database on 37 African
countries to perform probit estimations and found similar results to Allen et. al. (2016) that
being a man, richer, more educated and older favor financial inclusion with a higher influence
of education and income. In the SADC region, FinMark Trust (2016) found that gender affects
financial inclusion even after controlling for individual characteristics such as household size,
age, education, place of residence, marital status, employment status, income, and level of

education, implying that financial services are biased against females.

While there is an apparent consensus in the literature on determinants of financial inclusion
elsewhere, it remains an empirical question for Malawi. Precisely, the question on whether
gender may matter on one’s probability of being financially included can never be
generalised for two reasons. Firstly, Malawi has its distinct cultural terrain that might
influence how people make financial decisions (Hernandez & Cervantes, 2012). Secondly,
there could be some institutional factors in Malawi that could provide different results. This
research investigated the relationship between gender and financial inclusion in Malawi.
Further, the research assesses the effect of gender on ownership of individual financial

products.
3 Objectives of the study

The overall objective of the study was to examine the effect of gender on financial inclusion in
Malawi. Specifically, the study aimed at:

¢ Investigating the relationship between financial inclusion and gender; and
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e To assess the effect of gender on the ownership of individual financial products.

4 Methodology
4.1 Analytical Framework

Figure 5 presents a framework that conceptualizes the individuals’ ownership of financial
products and motivates the empirical discussion of this paper. According to this framework,
the basic building block of financial inclusion is capital base or financial resources. People with
financial resources demand information about ways in which the resources can be used and
stored. This includes demand for knowledge and skills, attitude towards risks and general
financial behaviour and this improves the financial capability of the individuals (World Bank,
2013). However, social (demand side) and environmental (supply side) factors have influence
on the financial capabilities of individuals or consumers. Demand side factors include personal
and family characteristics and among these, gender is one of the important factors. Others
include education levels, family sizes, intra-household resource allocation rules and the extent

of social capital (networks and associations).

On the other hand, environmental factors relate to the architectural structure of the financial
system and the institutions (rules of the game) in the financial sector and include ease of access
to finance and rules governing such access, the stage of development of the formal financial
sector and institutions for the protection of consumers from unfair practices in the financial

system.

Figure 5 Analytical Framework of Financial Inclusion
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Source: Adapted from World Bank (2013)

Financial capability is expected to result into several financial outcomes. First, financial
capability can lead to financial inclusion. With knowledge of the available financial products,
decision makers can decide on alternative ways of engaging with the financial system, such as
short-term, medium-term and long-term financial savings and investment products, loan
products, insurance products and other financial services. These financial services entail
different levels of risk and financial capabilities can lead to risk taking behaviour. Financial
capability can also lead to different levels of financial diversification or financial product mix,

involving a mix of products with different term structure and different risk profiles.

4.2 Empirical Specification

4.2.1 Relationship between Gender and Financial Inclusion

The study uses probit model to analyse the relationship between financial inclusion and gender.
A binary variable is created as a proxy of financial inclusion and takes a value of 1 if an
individual owns at least one financial product and zero otherwise. Following Clamara et. al.,
(2014), we assume that the decision to own a financial product depends on an underlying but
unobservable (latent) variable y* which is influenced by a set of independent variables x* such
that;

yi =xiBi+u u~N(0,1) ®
In probits, we observe only y such that
yi=1ify; >0, y,=0if y; <0 @

where the subscript i represents individual respondents, g is a vector of parameters to be
estimated and p is a normally distributed error term with mean 0 and variance 1. Therefore,

the probability that an event occurs is given by;

P(y; = 1|x) = P(y; > 0)
= P(+u; > 0)
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= P(u; > —x;B)
If the errors are independently distributed according to the unit-normal distribution,
u~N(0,1), then P(y; = 1|x) = F(x{B)
®3)

F is the cumulative distribution function of a normal variable. The independent variables (x?)
include gender and other control variables such as financial capability, household size,

education, income, employment status, marital status, urban and region of residence.

4.2.2 Relationship between Gender and Ownership of Individual Financial

Products

To assess the effect of gender on the ownership of individual financial products, the authors
used multivariate probit. Since the individual has to make a choice on the financial products,
the decision to own one product or another are related. According to Huguenin, Pelgrin and
Holly (2008), the multivariate probit is the best model of choice behaviour because it allows a

flexible correlation structure for the unobservable variable.

In terms of specification, a binary variable is created for ownership of individual products and
takes a value of 1 if an individual owns the particular product and zero otherwise. An M

equation model is formulated as follow;

P(yim = 1|x) = P(yim < y;m) ()]

Both the normal probit and the multivariate probit models are estimated using the Maximum
Likelihood Estimation technique. The marginal effects on the latent variable are then computed
from the coefficients estimated in the model. These represent the change in the probability of
financial inclusion when there is a unit change in the regressors included for continuous
variables. Stata version 13.1 was used to estimate both the probit and multivariate probit

models.

4.2.3 Definition of Variables
4.2.3.1 Dependent Variable
The dependent variable is financial inclusion. It is measured as ownership of at least one of

these financial products; savings account, credit account, investment in stocks, mutual funds
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etc, insurance, international remittances and mobile money. Other empirical studies on

financial inclusion have used the same definition (Tuesta et. al., 2015).

4.2.3.2 Independent Variables

Gender of Respondent: Gender is a very complex construct and refers to the socially
constructed characteristics of women and men such as norms, roles and relationships of and
between groups of women and men. For purposes of this study, the sex of the respondent is a
dummy variable which takes a value of 0 if the respondent is female and 1 if male. Gender of
the respondent is expected to be positively related with financial inclusion. In general, men
tend to have more financial responsibilities compared to women and hence are likely to engage
with the financial system. A number of studies have also found that females or female-owned
firms face more financial constraints than their male counterparts as women are unfavourably
treated when it comes to accessing finance (Henderson, 2015; Beck, T., and Honohan, P.
(2008). Further, Demirguc-Kunt et. al (2013) note that economy-wide legal discrimination
against women and gender norms can explain the gender gap. In terms of legal discrimination,
women are less likely than men to own, manage, control, or inherit property, which in turn
might affect women’s demand for financial services. Gender norms such as the level of
violence against women, the incidence of early marriage for women, and women’s rights also
explain the gender gap in financial inclusion.

Financial Capability: Financial capability is a continuous variable constructed using Multiple
Component Analysis (MCA) from the indicators of financial knowledge, behaviour and
attitude. From the World Bank (2013) conceptual framework, financial capability is expected

to be positively related to financial inclusion.

Age of respondent: This is measured as the actual number of years of the respondent and is a
continuous variable. Age can either have positive or negative impact on financial inclusion.
Specifically, as a person grows old, more financial responsibilities surface and therefore push
an individual to engage with the financial system to smoothen their consumption. However,
beyond a certain age, the likelihood of financial inclusion falls. This is captured by age squared
in the model and is expected to be negatively related with financial inclusion (Martinez and
Krauss, 2015; Clamara et. al, 2014).
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Household Size: Household size is measured by the number of individuals in a household. A
prior, we expect the impact of household size on financial inclusion to be either positive or
negative. On one hand, the larger the household size, the higher the financial burden which
may result into ownership of a financial product to smoothen consumption. On the other hand,

large household sizes may constrain savings behaviour.

Marital Status: Marital status is a dummy variable that takes the value 1 if the respondent is
married (either in a monogamous, polygamous and informal union) and O otherwise. Marital
status is expected to have a positive impact on financial inclusion. In general, married
individuals tend to have more financial responsibilities and hence engage the financial system

to smoothen their consumption (Fanta and Mutsonziwa 2016).

Education of Respondent: Education is a categorical variable with four categories, namely,
no education, primary education, secondary education and tertiary education. The no education
category was the reference category. We therefore expect education to be positively related to
financial inclusion since individuals with higher levels of education are in a better position to
technically assess financial products, to clear doubts and uncertainties associated with it and
likely to own it. Empirical evidence has shown that low levels of financial inclusion are
associated with lower levels of education (Clamara et. al, 2014; OECD/INFE, 2013;
Neuberger, 2015, Mish, et.al, 2012).

Income: This is a continuous variable capturing monthly income of the respondent. Income is
expected to have a positive impact on financial inclusion as income enables people to demand
for financial products such as insurance and other financial assets and therefore directly related
to financial inclusion (World Bank 2013).

Employment status: Employment status is a dummy that takes the value 1 if the respondent
works for wage and 0 otherwise. Employment is expected to have a positive impact on financial
inclusion in Malawi. One explanation is that most companies require their employees to have
an account with a commercial bank for receipt of salaries and other work related payments,

hence forcing them to be financially included.

Urban centre: This is a dummy variable that takes the value 1 if the respondent lives in an

urban centre and 0 otherwise, where urban means Lilongwe, Blantyre, Mzuzu, and Zomba. It
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is expected to have a positive impact on financial inclusion as most financial services outlets

are concentrated in the urban centres.

Region: This is a categorical variable which captures the region of residence of the respondent.
In terms of administration, Malawi has three regions, namely, the northern region, the central
region and the southern region. Therefore, only two dummy variables were included in the
model to avoid dummy variable trap. These dummy variables take a value of 1 if the
observation belongs to a particular region and zero if it does not belong to that region. The
northern region was the benchmark category.

The probit regression model is displayed as:

P(Financial inclusion) = B; + B,Gender + f3;Financial Capability +

BsEducation + Bsemployment + [gIncome +
BeHousehold size + ,Age + BsAge Squared + foUrban +
PioRegion + u

4.3 Data

The data for this study was sourced from the World Bank Household Survey on financial
inclusion in Malawi (Financial Sector Technical Support Project (FSTAP) Baseline Financial
Literacy and Consumer Protection Household Survey 2014). The sample for the baseline
survey was based on the 2008 Population Census data and projected population data obtained
from the National Statistical Office (NSO). In total a sample of 5,000 individuals representing
t households from urban-city, urban-district town, peri-urban and rural categorization was
developed and it yielded a randomly drawn sample of 4,999 across Malawi. Of the 4,999
households; 599 were from urban — cities, 140 were from urban—district towns, 200 were from
peri-urban and 4,000 were from rural areas (Chirwa, and Mvula, 2014). However, after data

cleaning, 4988 individuals had all the information needed to conduct the study.

Using a semi-structured questionnaire administered to one randomly selected adult member of
the household above the age of 18 years old (from 15 years where there were no adult members

of the household above 18 years) quantitative interviews were conducted. The first part of the
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questionnaire was aimed at identifying the respondents’ individual characteristics. The second
part included questions that were related to broad categories, including: money management;
financial planning; financial services and products, financial literacy, household income

estimation.

5 Empirical Results

5.1 Descriptive Statistics

Table 2 presents descriptive statistics of the independent variables used in this study. Out of
the 4988 individuals sampled, 3,049 (61.1 percent) were females while 1,939 individuals (38.9
percent) were males. The data also shows that the average household size was 4.8 which is
slightly higher than the national average of 4.4 persons per household as documented by NSO
(2008). The minimum household size was 1 and the maximum was 19. In addition 967
respondents reported that they did not have any formal education, representing 19.4 percent of
the sample size. A total of 2,986 individuals (59.9 percent of the sample size) reported that they
had only primary education, 868 individuals (17.4 of the sample size) had secondary level
education and 167 respondents (3.4 percent) had tertiary education. The data also shows that
463 respondents (9.3 percent) were wage earners. In terms of the geographical distribution of
the respondents, 559 were from the northern region, 1923 were from the southern region and
2437 were from the southern region. This represented 11.21 percent, 38.4 percent and 48.9

percent of the sample size, respectively.

Table 1: Descriptive Statistics for the variables (N=4988)

Variable Mean Std. Dev. Min Max
Financial Inclusion 0 1
Financial Capability 0.0012 0.9994 -3.0041 2.1362
Gender 0 1
Age 38.8087  16.2177 18 98
Age Square 1769.080 1549.5650 324 9604
0
Married 0 1
Primary Education 0 1
Secondary Education 0 1
Tertiary Education 0 1
Wage Employment 0 1
Household Size 4.8206 2.1262 1 19
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Monthly Income 59026.37 158440.30 500.0 3600000.

00 00 0
PSLC as Highest Education in H/H 0 1
Secondary as Highest Education in 0 1
H/H
Tertiary as Highest Education in 0 1
H/H
North 0 1
Centre 0 1
South 0 1
Rural 0 1
Peri Urban 0 1
Urban Districts 0 1
Urban Cities 0 1

5.1.1 Descriptive Statistics of the Dependent Variables

Data reveals that only 31 percent of the surveyed participants use banks and semi-formal
financial institutions (Table 3). This is different from 2014 Finscope survey which showed that
55 percent use banks and semi-formal institutions but similar to 2008 Finscope survey which
indicated 34 percent. The data further shows that out of the 31 percent that are included, the
majority mainly use credit (26.0 percent) and saving products (17.5 percent). Contrary to
expectations, only a very small proportion use mobile services (2.8 percent) and remittance

services (1.8 percent).

Table 3: Distribution of Usage of Financial Inclusion Products and Services (N=4988)

Variable Frequency Percentage

Financial Inclusion

No 3,445 69.07

Yes 1,543 30.93
Savings

No 4,114 82.48

Yes 874 17.52
Investment

No 4,920 98.64

Yes 68 1.36
Credit

No 3,689 73.96

Yes 1,299 26.04
Insurance

No 4,764 95.51

Yes 224 4.49

Remittances
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No 4,896 98.16

Yes 92 1.84
Mobile Money

No 4,849 97.21

Yes 139 2.79

Source: Authors’ compilation based on the World Bank Survey on Financial Inclusion in
Malawi

5.2 Relationship between Gender and Financial Inclusion

Looking at the relationship between gender and financial inclusion , Figure 6 indicates that out
of the sampled population, women are more included than men. Even when analysed relative
to the sample size, the proportions of women are still higher than men, suggestive of the reverse

gender gap.

Figure 6: Percentage distribution of the financially included by sex (sample weighted)

Chart 5: Percentage Distribution of the Financially Included by Gender
(sample weighted)

Men [ ——

women

5.3 Discussion of Results

5.3.1 Relationship between Gender and Financial Inclusion
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Table 4 gives results of a probit model on Relationship between gender and financial inclusion.
Results show that females are more likely to be included than males. Specifically, an average
Malawian male is 4.1 percentage points less likely than a female to be financially included,
suggesting a reverse gender gap. The results are contrary to what is reported by a number of
studies that found that men are more included than female. For example, Fanta and Mutsonziwa
(2016) found that there is gender gap in financial inclusion in favour of men in Malawi and the
gap is wider for usage than access. Nevertheless, the finding of reverse gender gap is in line
with the result of the World Bank (2015) for Philippines. Since our definition of financial
inclusion includes microfinance institutions and these are widely spread, one possible
explanation for the higher probability of financial inclusion for women would be the bias in

microfinance products towards women (Oxford 2009).

For the control variables, most of them are statistically significant at conventional levels and
have the expected sign. Financial capability is significant and has the highest marginal effect
on financial inclusion. Specifically, financial capability increases the likelihood for an
individual to be financially included by 12.4 percent. Thus the more one is able to successfully
manage financial products and making informed choices about personal finances, the more
likely one is to be included. Further, financial inclusion is found to increase with age, albeit
beyond a certain age, financial inclusion starts to decline (this is captured by age squared which
has a negative sign). Being married (whether in monogamous, polygamous or informal union)
increases the likelihood of being included. This is not surprising as individuals that are married
are more likely to have increased responsibilities hence increased need for using financial
products. Fanta and Mutsonziwa (2016) in their study of financial inclusion of Women in
SADC, also affirmed to this notion that married individuals have more financial responsibilities

than the non-married, hence increased demand for the financial services and products.

Table 4: Marginal Effects of the Probit Model of Financial Inclusion (Robust Standard
Errors in Parenthesis)

Dependent Variable Coefficient  Std. Error Z-Statistic ~ Marginal Effects
Gender -0.1204 0.0463 -2.60 -0.0411**
Financial Capability 0.3567 0.0250 14.26 0.1229*
Household Size -0.0074 0.0119 -0.62 -0.0025

Age 0.0387 0.0075 5.17 0.0133*
Age Squared -0.0004 0.0000 -4.59 -0.0001*
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Married 0.1455 0.0524 2.77 0.0492**

Primary Education 0.3361 0.0776 4.33 0.1133*
Secondary Education 0.4670 0.0976 4.78 0.1714*
Tertiary Education 1.3461 0.2023 6.66 0.4975*
PSLC as Highest *
Education in H/H -0.2991 0.1123 -2.66 -0.0981
Secondary as Highest

Education in H/H -0.1607 0.1097 -1.47 -0.0551
Tertiary as Highest

Education in H/H 0.1160 0.1200 0.97 0.0406
Wage employment 0.1784 0.0761 2.34 0.0637
Monthly income 0.0000 0.0000 3.29 0.0000*
Urban Cities 0.2818 0.0580 4.86 0.1010*
Centre -0.1274 0.0642 -1.98 -0.0435***
South -0.3024 0.0630 -4.80 -0.1037*
Log pseudo likelihood ~2438.8489
Wald chi2 (17) 912.20
Significance Level 0.0000
Pseudo R2 0.2130

* Statistically significant at 1 percent level (p < 0.01); ** statistically significant at 5
percent level (p < 0.05); *** statistically significant at 10 percent level (p < 0.10).

Source:Author’s estimations

The study further finds a positive relationship between income and financial inclusion. The
result suggests that an individual’s income increases the likelihood of owning a financial
product. Education also plays a key role in financial inclusion. For locational factors, the
estimated results suggest that compared to an average person living in rural area, an individual
who resides in urban-cities has a higher probability of being financially included. This result
reflects the fact that financial institutions are mostly located in urban centres, hence individuals
living in urban areas are able to access and use financial products. The estimated results also
suggest that the region where one resides plays a role in financial inclusion with central and
southern region residents having 5.5 and 11.4 percentage points less probabilities of financial

inclusion compared to the northern region residents.
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5.3.2 Effect of Gender on the Ownership of Individual Financial Products

Table 5 presents results of the Multivariate probit model for the relationship between gender
and financial inclusion. The model was estimated on the assumption that binary responses of
the individual products are correlated. With a probability chi squared of (0.0000) we reject the
null that the binary responses are independent and conclude that the responses of these
individual products are correlated. The results reveal that the reverse gender gap observed in
the overall definition of financial inclusion also exists for probabilities of ownership of savings
accounts, credit accounts and investment. Specifically, compared to men, women are more
likely to own savings accounts, credit accounts and investment. For ownership of other

products, however, the results suggest that gender does not matter.

51



Table 5: Results of the Multivariate Probit on ownership of Financial Products (Standard
Errors in Parenthesis

Savings Credit Investment  Insurance Remittances Mobile
Money
Financial .5508658* .3629691* -.0101707 .1739184* .2099465* .2681724*
Capability (.0346372) (.0261832)  (.0585484) (.0455468) (.0523485)  (.0496207)
Male -.1057696*** - -.2318567**  -.0445919 -.019697 .0265765
(.0577334) .0841275*** (,1139971) (.0787628) (.096504) (.0903161)
(.0476479)
Age .0286881* .0358424* .0717541* .019318 -.0040777 .0050719
(.0105281) (.0077871)  (.0202228) (.0137294) (.016183) (.0173128)
Age Squared -.000226***  -.0003551*  -.0007462*  -.0000901 .0000233 -.0000826
(.0001153) (.0000832)  (.0002223) (.0001434) (0001739) (.0001993)
Married 2447697* 1260358**  .2467747*** 1139881 -.1064445 -.1168901
(.0689588) (.0540519)  (.1332393) (.0922339) (.1063121)  (.0998703)
Primary .3912778* 2757755* 4511338*** 1096174 -.1318758 A174079***
Education (.1095558) (.0821177)  (.2517435) (.1573427) (.1880272)  (.2510353)
Secondary .6181487* .2982327* .78604** 3712031** 2543522 .5640073**
Education (.1274693) (.1020244)  (.3151736) (.175517) (.2050534)  (.2712869)
Tertiary 1.481396* .6889144* 1.544377* .9985294* A4752359*** 1.036608*
Education (.2226788) (.1721992)  (.3747943) (.2086826) (.2709528)  (.3003687)
Wage .3368523* 0642924 0706727 .7066609* .0293752 .4328862*
employment (.088188) (.0768768)  (.1697574) (.0944434) (.1384735)  (.1068335)
Household Size .0157762 -.0114551 -.0145406 .001236 .0283917 .0138957
(.0149905) (.0115459)  (.0282139) (.0176713) (.0210805)  (.0197486)
Monthly 2.30e-06* 1.76e-06* 3.98e-07* 7.55e-07* 5.22e-07* 5.23e-07*
income (5.91e-07) (4.26e-07) (1.86e-07) (1.74e-07) (1.58e-07) (1.53e-07)
PSLC as -.0214687 -.349421* -.2503365* 2225706 -.2365139 .0110486
Highest (.2113264) (.1175951)  (.3100819) (.2992141) (.2854388)  (.3959895)
Education in
H/H
Secondary as .2855298 -.1791678 -.4070689 .3884542 0111262 .0523709
Highest (.2031849) (.1159094)  (.3174116) (.2967402) (.2540218)  (.3767272)
Education in
H/H
Tertiary as .7306517* 07176 -.3448906 .6841498** 0879989 1372869
Highest (.2096736) (.1262271)  (.3678593) (.3019532) (.2688046)  (.3965241)
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Education in

H/H

Urban Cities .4656022* .2074559* .0121673* .1538723*** 1338193 1016304
(.0629021) (.0577976)  (.118346) (.0873847) (.106386) (.0985159)

Centre -0871545  -1967262*  .9825054*  .3079350*  .4343467**  -1911829
(0734335)  (.0662374)  (.32627) ((1286153)  (.1855665)  (.1171113)
South -1202184  -3810089*  .0485527*  .3234314**  A707446%*  -.2607364*

(0722814)  (0651932)  (.3255152)  (.1308396)  (.1838014)  (.1183167)

Likelihood ratio test of rho21 = rho31 =rho41 =rho51 = rho61 = rho32 = rho42 = rho52 = rho62 = rho43
=rho53 =rho63 =rho54 =rho64 =rho>65=0

chi2(15) 580.6010

Significance Level 0.0000

* Statistically significant at 1 percent level (p < 0.01); ** statistically significantat 5 percent level (p <
0.05); *** statistically significant at 10 percent level (p < 0.10). Robust Standard Errors in Parenthesis.

Source:Author’s Estimations

The estimated results also indicate that for the use of savings and credit accounts (column 2
and 3), most variables are significant and have signs similar to the determinants of financial
inclusion as indicated in Table 1. The likelihood of owning these products increases with age,
level of education, income, being married and living in an urban area. Similar results were
obtained by Tuesta et. al (2015) for Argentina.

The probability of having an investment in stocks, mutual funds and other financial products
is affected positively by age, being married, education levels and income. In particular, those
who have tertiary education have the highest likelihood of owning an investment, saving and
mobile money products in the formal financial system compared to those with no formal

education, those with only primary education and those with secondary education only.

Lastly, having insurance, making remittances and mobile money transactions seem to be
affected by financial capability, education levels and income. According to the results, those
with more financial knowledge are more likely to have an insurance arrangement and make
international remittances and mobile money transactions. In terms of education, the higher the

level of education, the higher the likelihood of owning an insurance product and making
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international remittances and mobile money transactions. Income, though statistically

significant, has very small impact on these variables.

6 Conclusions and Recommendation

The objective of the paper was to assess whether gender matters in financial inclusion in
Malawi. Using normal and multinomial probit models, the study analysed the relationship
between gender and financial inclusion and gender and ownership of individual financial
products in Malawi, respectively. The study finds that about 31 percent of the surveyed

respondents are financially included, with most of them using savings and credit products.

The study further finds a reverse gender gap in overall financial inclusion and ownership of
individual financial products in Malawi. One possible explanation for this is the proliferation
of microfinance institution which tends to service women more than men. Actually, this could
be the important evidence that the financial interventions that target women have started paying
dividends in Malawi. For the control variables, the study finds that financial capability, age,
employment, income and marital status increase the probability of financial inclusion. Further,
individuals residing in urban areas and northern region of the country are more likely to own

financial products and services than those in rural areas and other regions, respectively.

Given the critical role that financial inclusion plays in ensuring equitable and inclusive growth,
it is imperative that government ensures improvement of men inclusion in the formal and semi-
formal financial agencies while at the same time harnessing the strides that have already been
made to improve women financial inclusion. The government must continue creating
conducive environment for men to be able to participate in the financial system. This can be
done through repackaging the products of microfinance institutions to ensure that they not only

serve the interests of women but also those of men.

Further, the finding that education plays a role in financial inclusion calls for government to
strengthen its effort in ensuring universal education for its citizenry. This will have a pass-
through effect to financial inclusion and hence economic growth. The study further
recommends amendment of curricula at primary and secondary level to ensure that financial

concepts and topics are embedded in the curricula. This will result into increased financial
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knowledge and hence financial capability of the students and in the end improve financial

inclusion.
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Appendices

Appendix 1

Table 1: Description of Variables

Endogenous Variables (Financial Description

Inclusion)

Financial Inclusion Ownership of at least one of these financial
products; savings account, credit account,
investment in stocks, mutual funds etc,
insurance, international remittances and
mobile money

Savings account Individuals responding in the affirmative
when asked whether they had a savings
account at a bank

Credit account Individuals responding in the affirmative
when asked whether they had a credit
account at a bank or microfinance institution

Investment Individuals responding in the affirmative
when asked whether they had an investment
in a financial product

Insurance Individuals responding in the affirmative
when asked whether they had an insurance
arrangement

international remittances Individuals responding in the affirmative
when asked whether they make international
remittances

mobile money Individuals responding in the affirmative
when asked whether they make mobile
money transactions.

Exogenous Variables Description

(i) Financial Capability Include the following indicators
Financial Knowledge: knowledge of simple arithmetic,
basic financial concept such as inflation, simple interest,
compound interest, discount, insurance and risk
diversification).
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(i) Individual Characteristics
and Welfare Factors
Age

Male

Household Size

Married

Primary Education

Secondary Education

Tertiary Education

Wage employment

Income

(ili)  External Factors

Urban Centre

Centre

South

Behaviour: In terms of Money Management (this include
budgeting, not overspending, living within means,
monitoring expenses) and Long Term Planning (this
includes savings behaviour, planning for old age
expenses, planning for unexpected expenses).

Attitude: This includes attitude towards the future, non-
impulsiveness achievement orientation.

number of years of the respondent

Dummy that takes the value 1 if the respondent is a man
and 0 otherwise

Number of people in the household

Dummy that takes the value 1 if the respondent is married
(monogamous, polygamous and informal union) and 0
otherwise

Dummy that takes the value 1 if the respondent has
primary education and 0 otherwise.

Dummy that takes the value 1 if the respondent has
secondary education and 0 otherwise.

Dummy that takes the value 1 if the respondent has
tertiary education and 0 otherwise.

Dummy that takes the value 1 if the respondent works for
wage and 0 otherwise
Respondent monthly income

Dummy that takes the value 1 if the respondent lives in
an urban centre and 0 otherwise.

Dummy that takes the value 1 if the respondent lives in
central region and 0 otherwise.

Dummy that takes the value 1 if the respondent lives in
southern region and 0 otherwise.
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6 Impact Of Financial Inclusion On The Interest Rate Transmission Channel Of
Monetary Policy

By Martin Brownbridge, Thomas Bwire®, Doreen K. Rubatsimbira & Grace A. Tinyinondi
ABSTRACT

Many African countries are characterised by a high level of financial exclusion. Insights from
theoretical models indicate that the presence of a substantial share of financially excluded
consumers within the population might impede the transmission mechanism of an inflation
targeting policy. This paper uses a panel vector error correction (PVEC) methodology for the
period 2001Q1 to 2016Q4 to test the hypothesis that economies with lower levels of financial
inclusion have weaker monetary policy transmission mechanisms than economies with higher
levels of financial inclusion. This hypothesis is tested using four African countries (Ghana,
Mauritius, South Africa and Uganda) which have adopted inflation targeting monetary policy
frameworks. These are divided into two groups differentiated by their level of financial
inclusion, with panel vector auto-regressions (PVARS) on each group estimated to assess the
strength of the impulse response of inflation to the monetary policy variable. The results
suggest that economies with higher levels of financial inclusion exhibit stronger impulse
responses, although this does not necessarily imply that higher levels of financial inclusion are
the cause of stronger monetary transmission mechanisms as the degree of financial inclusion
may be correlated with other aspects of development which also affect the monetary
transmission mechanism.

Keywords: Financial Inclusion, Monetary Policy, Monetary Policy Transmission Mechanism

1. Introduction

Financial inclusion (FI), is generally defined in the literature to mean the ease of access,
availability, and usage of financial services - credit, savings, payments, and insurance, provided
by the formal financial system to the working age population of an economy (Sarma, 2008;
Demirguc-Kunt et al., 2014; Global Partnership for Financial Inclusion, 2016). Fl is at present
one of the leading subjects of policy discussions globally, but even more so in developing
countries as increasing the poor’s access to financial services is considered an effective tool to
reduce poverty and lower income inequality (Young & Mercado, 2015).

The World Bank Global Findex database provides indicators of financial inclusion across the
world. The latest Global Findex (2014) shows that although Sub-Saharan Africa (SSA) is still
significantly below the world averages, improvements have been made. Between 2011 and
2014 the percentage of the population aged 15 and above that held accounts in financial
institutions in SSA grew from 23.9 percent to 28.9 percent compared to 50.6 percent and 60.7
percent for the world in 2011 and 2014, respectively (Table 1). SSA, however, dominates the
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world in mobile accounts with 11.5 percent of the population aged 15 and above holding mobile
accounts in 2014 compared to the world average of 2.0 percent.

Table 1: Indicators of Financial Inclusion for selected African countries and major country
groups

Borrowed Mobile
Account at a from a Saved at a account
financial financial financial (% age
institution institution institution 15+)
(% age 15+) (% age 15+) (% age 15+)
Country/Region 2011 2014 2011 2014 2011 2014 2014
Ghana 294 34.6 5.8 8.1 16.1 18.6 13.0
Mauritius 80.1 822 14.3 17.1 30.8 35.5 0.9
South Africa 53.6 68.8 8.9 12.1 22.1 32.7 14.4
Uganda 205 278 8.9 15.7 16.3 16.8 35.1
Sub-Saharan Africa
(developing only) 239 289 4.8 6.3 14.3 15.9 115
World 50.6  60.7 9.1 10.7 22.6 27.4 2.0
Low- Middle Income
Countries 28.7 418 7.3 75 11.1 14.8 2.5
Low Income Countries 211 223 11.7 8.6 115 9.9 10.0
Upper-Middle Income
Countries 574 704 7.9 10.4 25.1 32.2 0.7

Source: World Bank Global Financial Inclusion database 2014

Table 2 provides data on commonly used indicators of financial depth for the four countries
which are the focus of the empirical research in this paper. Two of the three indicators of
financial inclusion in Table 1, with the exception of the percentage of the population with a
mobile money account, are correlated with the indicators of financial depth shown in Table 2,
in that South Africa and Mauritius both have higher levels of financial inclusion and financial
depth than Ghana and Uganda.

Table 2: Indicators of Financial Depth for Inflation Targeting African countries

Domestic credit to Market
private sector Broad money capitalization
(% of GDP) (% of GDP) (% of GDP)
Country 2015 2016 2015 2016 2015 2016
Ghana 20.4 19.6 34.0 34.2 41.2 31.2
Mauritius 102.7 96.4 106.9 110.0 61.9 62.2
South Africa 147.7 144.4 73.5 72.6 231.7 322.0
Uganda 14.8 14.5 22.3 22.9 29.5 24.2

Source: World Bank Indicators database
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Most of the research on financial inclusion has focused on issues of distribution, inclusive
growth and poverty reduction. However, the degree to which private sector agents have access
to financial services, especially services which allow for saving and borrowing at a market
interest rate, is potentially relevant for monetary policy and in particular the strength of the
monetary transmission mechanism. Inflation targeting monetary policy frameworks utilize a
policy interest rate as the main policy instrument. The rationale for the use of this instrument
is that aggregate demand is inversely related in the short term to the real interest rate. However,
theoretical considerations, discussed in section 2, suggest that the magnitude of the relationship
between the real interest rate and aggregate demand might be affected by the extent of financial
inclusion among consumers, among other factors. In SSA, four countries South Africa,
Mauritius, Ghana and Uganda currently operate an inflation targeting (IT) monetary policy
regime. As shown above in Table 1, among the four SSA countries with an IT regime, South
Africa and Mauritius generally have higher financial inclusion indicators than Ghana and
Uganda; however, the latter two have registered higher usage of the mobile money service.
This difference is consistent with the trend for the World Bank’s low income and upper middle
income country groupings in which South Africa and Mauritius are classified as upper middle
income and Ghana and Uganda are classified as low-middle income and low-income
respectively.

In standard neo-Keynesian macroeconomic models (which are used by central banks for policy
analysis and forecasting) the transmission of monetary policy depends on private expenditures
being interest elastic, so that a rise (fall) in the policy interest rate induces (with a lag) a fall
(rise) in private expenditures, which in turn affects real output and inflation. Implicitly,
consumers have a permanent income consumption function, in which consumers can optimally
allocate their consumption inter-temporally. The market interest rate in any period, which
reflects the price of saving in that period relative to other periods, influences the intertemporal
allocation of consumption and savings. The intertemporal allocation of private investment is
also influenced by the market interest rate in each period, as this affects the user cost of capital.
Most standard neo-Keynesian macroeconomic models contain no explicit modeling of the
financial system. Implicitly, it is assumed that private agents (e.g. consumers) have access to
financial services at the going market interest rate for these services: i.e. they can borrow and
save at market interest rates (Berg et al, 2006; Clarida et al, 1999; Svensson, 1998).

The assumption that all consumers can borrow and save at market interest rates is hardly
tenable in many developing economies, where there are large sections of the population who
are excluded from access to financial services and especially from access to credit. Consumers
who cannot borrow to smooth their consumption in the face of income shocks are sometimes
referred to as “non-Ricardian” or “rule of thumb” consumers. In principle, a large share of
financially excluded private agents in the population would reduce the interest elasticity of
private spending and thereby weaken the interest rate transmission of monetary policy,
although other channels of monetary policy transmission, such as the exchange rate and
expectations of future inflation, might not be affected.
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An important premise of practical monetary policy is the “Taylor principle” which states that
monetary policy will stabilize inflation provided that, when inflation rises, the central bank
raises the nominal interest rate by more than the rise in inflation so that real interest rates rise,
and vice versa when inflation falls (e.g. Woodford, 2001). The Taylor principle underlies the
interest rate rules used by many central banks as a guide to the setting of policy interest rates.
However, the validity of the Taylor principle is undermined if private sector spending and
hence aggregate demand is not interest elastic. Even if the Taylor principal still holds, a low
interest elasticity of aggregate demand implies that a central bank would have to implement
more aggressive changes in the policy interest rate to achieve a desired change in the target
variables. Hence the issue of whether the degree of financial inclusion affects the monetary
policy transmission mechanism has important consequences for the conduct of monetary policy
in SSA and elsewhere. This study combines insights from the theoretical literature on the
implications of financial excluded consumers for the monetary policy transmission mechanism
with empirical research utilizing a panel vector error correction model (PVECM) econometric
methodology. PVECM s increasing becoming a popular time series methodology where a
cross section of countries is involved. We deploy the technique to investigate the monetary
policy transmission mechanism empirically.

A critical issue however is how to introduce financial inclusion in the estimation framework
given that it is a structural factor, changing only very slowly over time and cannot as such
explain the variation in short term innovations in variables such as inflation and output. This
paper takes exception and assumes that the degree of financial inclusion influences the way in
which the endogenous variables e.g. inflation and output respond to innovations in other
variables such that one then expects variations across countries depending on the degree of
financial inclusion. We test this by dividing the countries into two sub-samples, one with a high
level of financial inclusion (South Africa and Mauritius) and the other, (Ghana and Uganda)
with low level of financial inclusion. The hypothesis is then that countries with a high level of
financial inclusion exhibit stronger responses of target variables e.g. inflation and output to
innovations in monetary policy variables. We then estimate PVARs for both groups and
compare the impulse response functions of inflation to a change in the policy interest rate.

The remainder of the paper is structured as follows: Relevant literature is reviewed in Section
2 while Section 3 discusses the econometric methods and the data used in the paper. Empirical
results are given in section 4 while conclusions are drawn in Section 5.

2. Review of the Literature

2.1 Theoretical literature
Most of the theoretical literature examining the implications of financial exclusion for the
monetary policy transmission mechanism has involved the construction and calibration of
dynamic stochastic general equilibrium models which explicitly model the behavior of

optimizing economic agents. These models are then calibrated and used to explore the
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consequences of monetary policy changes on macroeconomic variables. Instead of a single
representative consumer who has access to financial assets and liabilities at market interest
rates, researchers have constructed models for different types of consumers; Ricardian and non-
Ricardian, and explored the consequences of changing the relative shares of these two types of
consumers in the total population of consumers.

A seminal paper by Gali, Lopez-Salido and Valles (2004) explored the implications of non-
Ricardian consumers for the properties of interest rate monetary policy rules at a theoretical
level. The authors model monetary policy using a conventional neo-Keynesian model with
sticky prices, but incorporate non Ricardian consumers alongside their conventional Ricardian
counterparts. They found that the stabilizing properties of interest rate rules based on the Taylor
principle do not necessarily apply when there is a significant presence of non-Ricardian
consumers. In particular, they found that, when the share of non-Ricardian consumers exceeds
a certain threshold, the implementation of an interest rate rule satisfying the Taylor principle
may not guarantee a unique equilibrium of outcomes and that, as a result, the central bank may
have to pursue a more aggressive anti-inflationary policy than would be the case in the absence
of non-Ricardian consumers (i.e. larger changes in the interest rate are required to stabilize
inflation).

Several researchers have built on the work of Gali et al. (2004) to analyze further, using
theoretical models, the implications for monetary policy of the presence of non-Ricardian
consumers. Bartolomeo and Rossi (2007) use a new Keynesian Dynamic Stochastic General
Equilibrium (DSGE) model with both Ricardian and non-Ricardian consumers. They find that
a larger share of the non-Ricardian consumers actually makes monetary policy more effective.
Although an interest rate change does not directly affect the consumption of the non-Ricardian
consumers, it does affect their real wages (through its impact on the consumption of the
Ricardian consumers and thereby on output). The standard Keynesian effects of changes in
income on the consumption of the non-Ricardian consumers outweigh the lack of interest rate
induced changes in the inter-temporal allocation of their consumption, hence strengthening the
interest rate channel of monetary policy.

Colgiago (2011) constructs a New Keynesian model and finds that, despite the presence of
non-Ricardian consumers, the impact of the Taylor principle is restored if nominal wages are
sticky (which dampens the consumer spending of non-Ricardian consumers in response to an
output shock). Bilbie (2008) introduces into a standard dynamic general equilibrium model two
classes of consumers; one which participates in asset markets and one which does not; the latter
consumes current income. If the share of non-asset market participants is small enough, the
model has standard new Keynesian properties with respect to the impact of the real interest rate
on aggregate consumption. But as the share of non-asset market participant consumers rises,
the interest elasticity of consumption demand rises but once it passes a certain threshold, higher
real interest rates have a positive effect on consumption (reversing the slope of the IS curve).

2.2 Empirical Literature
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The empirical literature on financial inclusion and monetary policy transmission in developing
countries is rather limited, but growing. A review of the literature on financial inclusion and
monetary policy over the period 2007 to 2015 by Agoba, Sare & Bugiri-Anarfo (2017) revealed
that most studies on monetary policy had focused on the determinants and that there was still
a “wide research gap” on the relationship it has with financial inclusion, innovation and
financial development. Agoba et al. found that only a few studies such as Mehrotra and Yetman
(2014) and Mehrotra & Yetman (2015) had attempted to investigate the effect of financial
inclusion on monetary policy. Mehrotra and Yetman (2014) using a PVAR found that the ratio
of output volatility to inflation volatility increased in the share of financially included
consumers in the economy when monetary policy was conducted optimally, which was
consistent with the theory on limited asset market participation that only financially included
households are able to smooth their consumption in response to income volatility. Mehrotra &
Yetman (2015) highlighted the potential effects of financial inclusion on monetary policy. The
authors arrived at two key conclusions, first, that increased financial inclusion facilitates
consumption smoothing, as households have easier access to instruments for saving and
borrowing, which makes output volatility less costly and thus may support the central banks’
monetary policy. Secondly, they conclude that growing financial inclusion is likely to increase
the importance of the interest rate channel of monetary policy transmission as a greater share
of economic activity is brought under the influence of interest rates.

Mbutor and Uba (2013) developed a simple model of the relationship between financial
inclusion and monetary policy for Nigeria using data for the period 1980 and 2012, which they
estimated using the VAR approach. Their model linked the inflation rate to a vector of financial
inclusion indicators covering the number of bank branches, total number of loans and advances
of commercial banks as a percentage of GDP and aggregate share of rural bank branches of
deposits and loans. The model included commercial banks’ average lending rate and the foreign
exchange rate of the naira as control variables. Their key result was that a 1 percent increase in
the ratio of total loans and advances by the commercial banks reduced inflation by 0.01 percent,
suggesting that financial inclusion supports the attainment of monetary policy objective of low
inflation. However, the coefficient of the number of bank branches was positive, indicating that
this particular financial inclusion indicator did not support monetary policy effectiveness but
largely because bank’s main objective for opening branches is to make profits and not
necessarily financial inclusion. However, the model used by the authors lacks theoretical
backing and therefore does not provide conclusive estimates of the relationship between
financial inclusion and monetary policy.

Evans (2016) adopted the Vector Error Correction Model (VECM) to analyse financial
inclusion and monetary policy effectiveness using panel data for 15 African countries: Algeria,
Angola, Botswana, Cameroon, Ghana, Kenya, Libya, Malawi, Mali, Morocco, Namibia, Niger,
Nigeria, Senegal and South Africa. The study used inflation as the proxy for monetary policy
effectiveness and included money supply and interest rate as control variables alongside their
measure of financial inclusion, the number of depositors with commercial banks (per 1,000
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adults). Evans found evidence of a long run relationship between inflation and financial
inclusion, however, the policy reaction to the positive financial inclusion shock was not
significant and in the long-run, more than 45 percent of variations in policy effectiveness were
explained by interest rate shocks. In addition, the Granger causality analysis revealed that there
was a one-way causality from monetary policy effectiveness to financial inclusion. Based on
these findings, the study concluded that financial inclusion is not a significant driver of
monetary policy effectiveness in Africa, but rather that monetary policy effectiveness is the
driver of financial inclusion. This study also lacks theoretical backing from which conclusive
estimates of the relationship between financial inclusion and monetary policy can be drawn.

Lenka and Bairwa (2016) developed a structural model to estimate the effect of financial
inclusion on inflation in 8 countries in the South Asian Association for Regional Cooperation
(SAARC) (Afghanistan, Bangladesh, Bhutan, India, Maldives, Nepal, Pakistan and Sri Lanka)
using annual data for the period 2004 to 2013. The model was estimated using generalized least
squares (GLS) estimation for Fixed Effects (FE), Random Effects (RE) and Panel-Corrected
Standard Errors (PCSEs) models including a financial inclusion index constructed by the
authors as one of the explanatory variables; the other control variables were the interest rate
and exchange rate. The authors constructed their Financial Inclusion Index using financial
access variables; geographic penetration (commercial bank branches per 1,000 km2, number
of ATMs per 1,000 km2), demographic penetration (commercial bank branches per 100,000
adults, number of ATMs per 100,000 adults), and banking penetration (Outstanding loans from
commercial banks (% of GDP) and outstanding deposits with commercial banks (% of GDP)).
Their FE model estimated that a 1 percent increase in financial inclusion and the interest rate
reduced inflation by 0.284 percent and 0.743 percent, respectively. Their results for the PCSEs
model revealed that financial inclusion index and the interest and exchange rates were
statistically significant and negatively associated with inflation with estimated coefficients of
0.015, 0.042 and 0.114 percent respectively.

In terms of monetary policy transmission mechanism, empirical estimates for South Africa
suggest weak transmission of monetary policy impulses to the real economy. Using a structural
VAR, De Vaal and Van Eyden (2012) estimated the effect of a shock to the monetary policy
interest rate (repo rate) on the inflation rate to have a monetary policy lag of about 24 months
(8 quarters). Gumata, Kabundi and Ndou (2013) used a Bayesian Vector Autoregressive model
to investigate the channels of transmission of monetary policy shock in South Africa using data
for the period 1990Q1 to 2012Q2. They found that the interest rate channel was the most
important channel compared to the credit, interest rate, asset prices, exchange rate, and
expectations channels. The prime overdraft and the three-month Treasury bill (TB) rates
reacted contemporaneously by 0.43 percent and 0.38 percent, respectively to a one per cent rise
in the repo rate. The effect on both rates was found to dissipate after only two quarters after the
initial shock. In addition, the results revealed that the long-term interest rates were less
responsive relative to the short-term rates.
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The monetary policy transmission has also been found to be weak in the case of Mauritius.
Tsangarides (2010) used a recursive VAR and a structural VAR to investigate the transmission
mechanism of monetary policy on output and prices for Mauritius, using data for 1999-2009
and found evidence that a shock to the policy rate (repo rate) had a statistically significant effect
on the headline CPI, but not on core CPIl. The monetary policy shock had a small but
statistically significant effect of 0.2 percent on inflation 4 quarters after the shock. Based on
the difference in results depending on the measure of inflation, Tsangarides posited that
different monetary policy rules should be considered depending on whether headline or core
CPl is targeted; the Taylor-type rules would be more applicable for headline CPI, where the
interest rate channel was found to be effective while the McCallum-type rules that target money
supply could be more appropriate for core CPI.

Monetary policy transmission has also been estimated to be weak in Ghana. Kovanen (2011)
and Akosah (2015) found evidence of pass-through of changes in the policy interest rate to the
market interest rates (interbank and Treasury bill) in Ghana, and more so for the Treasury bill
rates. Kovanen (2011) developed a structural model for the determinants of market and bank
level interest rates to analyze the interest rate pass-through in Ghana for the period 2005 to
2010 and found that about one-half of the change in the policy interest rate (the prime rate) was
reflected in the market interest rates with a month lag, while the long-term responses were more
prolonged. The estimation results for the bank-level interest rates revealed that interest rates
adjusted to changes in the market interest rates, but the speed was rather slow and the
adjustment was incomplete in the long run. Akosah (2015) employed the VECM to estimate
the effect of changes in the policy interest rate on market and bank level interest rates for the
period 2002M1 to 2014M12 and found evidence of incomplete monetary policy transmission
in both the short and long run. In the short run, the exchange rate shock had a larger influence
on inflation than the policy interest rate which explained only 2.2 percent of the variation in
CPI by the 12" month, and the commercial banks’ lending rate provided relatively higher
explanation to Variation in CPI than that emanating from the policy interest rate.

Mugume (2011) and Montiel (2013) found evidence of weak monetary policy transmission in
the case of Uganda, which they attributed to a shallow and underdeveloped financial sector.
Mugume (2011) used a SVAR with quarterly data for the period 1999Q1 to 2009Q1 and found
that monetary policy had an effect on inflation and output, but with weak transmission
channels. The results indicated that the credit and exchange rate channels of monetary
transmission were not effective and that the interest rate channel was weak. The impulse
responses indicated that a monetary contraction caused a decline in both inflation and output
but that there was no effect from, and on, the exchange rate. Shocks to M2 had no significant
effect on output growth and inflation and monetary policy had no significant effect on private
sector credit, although private sector credit innovations significantly raised inflation. Montiel
(2013) employed a VAR to examine the strength of the monetary policy transmission
mechanism for Uganda using monthly data for the period December 2001 to June 2011 and
found no evidence of strong impacts of the bank lending transmission channel of monetary
policy on aggregate demand in Uganda. Specifically, positive shocks to the monetary base
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resulted in statistically significant effects on the exchange rate and bank lending rate but not
on the price level and real GDP.

However, Davoodi, Dixit and Pinter (2013) estimated a SVAR model to investigate whether
changes in monetary policy affect inflation and output in the EAC and found that interest rate
increases in Uganda reduced inflation under a Factor-augmented VAR (FAVAR) more than in
the simple Structural VAR or Bayesian VAR (BVAR). One of their key findings was that
monetary transmission mechanism tended to be generally weak when using standard statistical
inferences, but somewhat stronger when using non-standard inference methods. They observed
that while recursive SVARs are the most widely used models for monetary policy transmission
analysis, they potentially suffer from the problems of over-parameterization and
misspecification, which may undermine the robustness of the empirical results. The Bayesian
estimation techniques provide an effective treatment for problems of over-parameterization by
the use of prior information and the FAVARs allow for the use of information contained in
other variables while simultaneously reducing the number of parameters in the VAR. The
BVAR and FAVAR assume a larger information set is being used by central bankers, which
assumption Davoodi et al. considered to hold in the case of Uganda, which explained the
difference in their findings from those of Mugume (2011).

Although a search in the literature returned only a handful of studies (Mehrotra and Yetman,
2014; Mbutor and Uba, 2013; and Evans, 2016) on financial inclusion and monetary policy
transmission in developing countries, none of these, to the best of four knowledge has
investigated whether the degree of financial inclusion affects the strength of monetary policy
transmission. A more fundamental issue is that the studies include and model explicitly an
indicator of financial inclusion, but as we have argued, financial inclusion a structural factor,
changing only very slowly over time and cannot as such explain the variation in short term
innovations in variables such as inflation and output. We therefore aim to address this gap in
the literature. Moreover, studies on monetary policy transmission mechanism have largely
utilised VAR models, possibly because of their obvious advantages in modelling time series
data, but this does not impose any economic structure on the system, making economic
interpretation of shocks awfully misleading. Li et al. (2016) adds nuance, casting doubt on the
effectiveness of VARs to uncover even a strong monetary policy transmission mechanism
where data problems, such as short time series, measurement errors in variables and the need
to estimate output gaps, are prominent, as is often the case in developing countries. The fact
that this paper considers two heterogeneous IT groups, the PVARs are particularly suited to
analyzing the transmission of idiosyncratic shocks across units and time and do not necessitate
specification of the entire structure of the economy (Canova & Ciccarelli, 2013).

2.3 Theoretical framework, Methodology and Data

2.3.1 Theoretical Framework
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The underlying theory for our study is the New Keynesian model consisting of three equations:
the aggregate demand (IS) curve, aggregate supply (Philips) curve and the Uncovered Interest
Rate Parity (UIP) equation.

The aggregate demand curve for an open economy can be represented as:
Ve =Y+ O F QTN &) o (1)

Where vy, is output, r,is the real interest rate, rer is the real exchange rate, ¢ is an aggregate
demand shock and coefficients «;,a,and «, are the persistence of output, impact of the
interest rate on output and the impact of the exchange rate on output respectively.

The aggregate supply curve can be defined as:

T = Py + BoY + Bl 8 e (2)
Where z, is inflation, & is an aggregate supply shock and coefficients g,, 5,and g, are the

persistence of inflation, impact of output on inflation and the impact of exchange rate on
inflation respectively.

The uncovered interest rate parity equation that captures the relationship of the domestic
economy with the rest of the world can be represented as:
S, =7:S s + (I =)+ PreM & i (3)

Where S, is the nominal exchange rate, i, is the domestic nominal interest rate, i, is the
foreign nominal interest rate, prem is the risk premium, & is the exchange rate shock and
coefficient y, is the persistence of exchange rate movement.

The real exchange rate can be derived as rer, =S, x1 [1_[_"1 piwi] where pis the domestic
p=

consumer price index, p, is the consumer price index of country i, w' is the weight attached to

country i in the basket of countries that trade most with the domestic economy and n is the
number of trading partners. The interaction of equationsl, 2 and 3 in the model is the basis
upon which we select our variables namely, consumer price index (CPI), nominal exchange
rate, nominal gross domestic product (GDP) and the policy interest rate. Consistent with the
New Keynesian theory, a methodology that allows for interdependence between variables is
appropriate, and the PVARs, which allows for heterogeneous groups, is preferred.

2.3.2 Panel Vector Error Correction Framework

Following from Mehrotra and Yetman (2014), we employ a maximume-likelihood-based panel
test for the cointegrating rank (Larsson et al., 2001), in line with the standard rank trace statistic
of Johansen (1995) — to test the hypothesis that financial inclusion enhances the effectiveness
of the interest rate monetary policy channel. We consider a panel data set of N fixed cross-
sections, each observed over a relatively long T time periods. In the notations (hereafter), i- is
the index for the cross-section while t is the index for time dimension and p is the number of
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variables in each cross-section. Following Anderson et al. (2006), the Panel VAR, in general,
takes the form:

Yi = (yitl' Yitz 11 Yigp ), 4)

Where yisa px1lvector of cross section i, in period t. If we suppose Y, follows non-
stationary process, a heterogeneous panel VAR (ki) model would be:

ki
Yi =0,d, +zq)ikyi,t—k + & s i=12,..,N ()

i=1
Where @ ; is a pXp coefficient matrix, &;; is Gaussian white noise with a non-singular
covariance matrix ¢, ~ N (0,2, ), and d, is a vector of deterministic components; that is d,
=1 or (1, 1), and O; is a pX1 or pX2 matrix of parameters. Thus &;d, is a pX1 vector with
the j-th element equal to Oy;; or Oy; + O,;;t representing the deterministic component of
the model. The panel vector error correction (PVEC) representation for egn. 5 then becomes
k-1

Ay, =0,d, + 1Ly, + ZrikAyi,t—k +e&,; 1=12..,N (6)

j=1
k k
Where each of the (nxn) matrices L =- Z¢is for j=1, 2,..., (k-1) and IT, =—(Im —Z(;ﬁijj
s=j+1 j=1
comprise coefficients to be estimated by Johansen Fisher panel cointegration test, following
Johansen's (1988) sequential procedure for a (t :1,...,T) sample of data, j=1...,k, -1 is the

number of lags included in the system.

In the reduced rank form, it is possible to write the II, matrix in the form II, = a;p; where a,
and B, are both (nxri) and r;is the rank of II, corresponding to the number of linearly
independent relationships among the variables iny, , which neatly facilitates economic
interpretation to the PVECM in eqn. 6. The rcolumns of P, represents the co-integrating

vectors that quantify the ‘long-run’ (or equilibrium) relationships between the p variables in
the N cross-section and the rcolumns of error correction coefficients of a; load deviations

from equilibrium (i.e. giy,,  into Ay, for correction, thereby ensuring that the equilibrium is
maintained. The ", matrices in egn. 6 estimate the short-run or transient effect of shocks on
Ay, and thereby allow the short and long-run responses to differ.

In this panel cointegration test, our assumption is that all of the N cross-sections have at most
r cointegrating relationships, defined by the standard Log likelihood ratio (LR) - bar statistic
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for panel cointegration rank test® among the p variables. Where r >1, and is not a result of
some stationary p (Harris and Sollis, 2003) in the panel, issues of identification arise, but these
are sufficiently addressed by means of imposing over identifying restrictions (Pesaran and
Shin, 1995b).

In this study, the panel data set consists of four (4) cross-sections observed over 2000Q1 to
2016Q4 time periods for South Africa, Mauritius, Ghana and Uganda and considers four
variables across each of these countries, namely consumer price index (CPI), nominal exchange
rate, nominal gross domestic product (GDP) and the policy interest rate.

2.3.3 The Data

The study uses quarterly unbalanced panel data for the period: 2000Q1 to 2016Q4 of four
African countries that have adopted an interest rate based monetary policy framework. These
four countries are split into two sub-panels on the basis of their levels of financial inclusion, as
either high or low. The distinction is based on the number of deposit accounts in commercial
banks or another type of financial institution, including credit unions, cooperatives, or deposit
taking microfinance institutions per 1,000 adults of age 15 and older. Various measures of
financial inclusion have been used in the literature, but for reasons related to data availability
for all the four countries in our sample, we use the number of deposit accounts in commercial
banks. We argue, as in the 2014 Global Findex database and in Demirguc-Kunt et al, (2015),
that having an account is a marker of financial inclusion because it eases the cost of paying
bills and making money transfers. Furthermore, a deposit account provides a safe place to store
money and thus can encourage saving and it opens up access to credit from a financial
institution. Our consideration of deposit accounts excludes mobile money accounts - consisting
mobile phone based services, largely because in the case of Uganda mobile money primarily
facilitates sending or receiving money and/or paying bills, and not saving and credit — services
that are interest rate bearing. Over the period 2005 to 2015, the average deposit accounts in
commercial banks per 1,000 adults in South Africa and Mauritius were 1,064 and 2,176,
respectively and they were 381 and 168 in Ghana and Uganda, respectively. This informs our
categorization of the two sub-panels, with South Africa and Mauritius constituting high
financial inclusion sub-sample, while Ghana and Uganda constitute the low financial inclusion
sub-sample.

i)

A

° wLﬁ {H (r)/ H ( p)} = \/Wz—j Where /Ii N is the ” eigenvalue of the 7
k

cross-section, in a fashion as to the eigenvalue problem in Johansen (1995); E(Zk ) and Var (Z K ) are the mean and variance of the

asymptotic trace statistic Zk .
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For each of these countries, we utilise quarterly country level time series data on nominal GDP,
CPI, nominal exchange rate and the policy interest rate. The data on GDP, CPI, exchange rate
and policy rate are obtained from the World Bank Development Indicators Database, while the
data on the number of deposit accounts is from the IMF Financial Access Survey database. All
the variables except the monetary policy rates were transformed into natural logarithms. The
idea is that financial inclusion has a key influence on monetary policy effectiveness so that one
can expect a higher impact of monetary policy in countries with a higher level of financial
inclusion.

There are key issues to note regarding the data used in this study. Firstly, the varying time of
adopting an interest rate based monetary policy framework. To reflect this, we include
dummies for Uganda and Ghana for the period 2011Q2 to 2016Q4 and 2007Q1 to 2016Q4

1
respectively, i.e.d, ={ O; if the time corresponds to the period when the framework was in

place, zero otherwise.

Secondly, there were significant structural changes including the change of the policy rate from
a bank rate to a repo rate in Mauritius, for which we include a dummy that takes the value 1
from 2007Q1 to 2016Q4, and zero otherwise.

2.4 Econometric Results
2.4.1 Panel unit root tests

As a precursor to panel cointegration analysis, the four data series are formally tested for the
order of integration or non-stationarity of panel units using panel unit root tests proposed by
Levin, Lin, and Chu (2002). As shown in Annex Table 1, the panel unit root tests indicate that
all variables are nonstationary in levels, but are stationary in first difference at the conventional
1 percent level of significance. This inference is held even when the panel is subdivided into
high and low financial inclusion sub-panels.

2.4.2 Panel cointegration

On the basis of unit root test results in Annex Table 1, where all the 4-series are order one unit
root non-stationary, they could, in principal, be cointegrated. The unrestricted 4-dimensional
panel vector autoregressive (PVAR) model is estimated with a restricted constant. The choice
of the lag- length was determined as the minimum number of lags that merits the crucial
assumption of time independence of the residuals, based on a Lagrange Multiplier (LM) test.
We began with k=5 lags. Although Akaike information criterion (AIC) and Hannan-Quinn
criterion (H-Q) chose 4 lags, Schwarz information criterion (SC) favored 3 lags, and with k=3,
the LM test could not reject the null hypothesis of no serial correlation in the residuals. Thus,
the underlying PVAR model is estimated using 3 lags.

Having determined the appropriate specification of the data generating process, existence of
long-run equilibrium relation (s) was determined using the Johansen Fisher panel trace
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cointegration test; following Johansen's (1988) sequential procedure. The resulting test results
are reported in Annex Table 2. Consistent with Evans (2016), collectively, the presence of one
long-run equilibrium (stationary) relation among the variables at the conventional 5 percent
level of significance cannot be rejected. However, at country level, there are varying inferences.
While for Ghana and Uganda, there is one stationary long-run relationship, there are two for
South Africa and none for Mauritius. Nonetheless, country level trace test inconsistencies are
inconsequential to the analysis herein as the focus is not country specific relationships, but
rather relationships in a panel framework.

As our objective in assessing whether the degree of responsiveness of prices to monetary policy
differs with the extent of financial penetration, unless otherwise noted, the only existing
cointegrating relation is normalized for the quarterly change of CPI in order to interpret the
estimated coefficients. The normalized results are reported in Table 3.

Table 3: Panel Vector Error Correction Model Estimates

LCPI LEXR LGDP P_rate
i} -1.000 0.202 0.161 -0.025
(7.463) (5.776) (-2.007)
All countries o -0.005 -0.005 -0.073 0.378
(- (-0.508) (-8.265) (1.168)
0.801)
Dum_UG 0.009 0.008 0.063 -0.305
(1.001) (0.578) (4.762) (-0.627)
Adj. R? 0.06 0.08 0.61 0.07
i} -1.000 2.495 0.733 -0.362
High financial inclusion (3.101) (2.791) (-4.544)
countries a 0.000 0.004 -0.010 0.146
(0.062) (0.913) (-6.166) (2.128)
Dum_MAU -0.007 -0.013 -0.032 -0.397
(- (-1.017) (-5.885) (-1.777)
0.741)
Adj. R? 0.01 0.06 0.90 0.06
i} -1.000 0.554 0.333 -0.052
Low financial inclusion (4.198) (4.808) (-7.914)
countries o 0.015 0.041 -0.157 9.853
(0.933) (0.987) (-3.261) (6.420)
Dum_UG 0.005 0.019 0.038 2.759
(0.792) (1.086) (1.864) (4.209)
Dum_GHA  0.070 0.213 0.725 0.631
(1.036) (2.191) (3.498) (6.285)
Adj. R? 0.13 0.08 0.48 0.50

Note: In parentheses are t-statistic values; and where dummies are not significant, results are
not reported.
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Ceteris paribus, estimates in Table 4 show a positive long run correlation of nominal exchange
rate and GDP with CPI and a negative association with the policy rate. In the long-run,
estimates, for all the four countries, show that a percentage point g-o-q depreciation in the
nominal exchange rate and increase in GDP lead to about 0.20 and 0.16 percentage point
change in CPI, respectively. A percentage point increase in the policy rate reduces CPI, on
average by about 0.03 percentage points, suggesting in general fairly strong interest rate
transmission channel of monetary policy.

The high financial inclusion countries post a higher long run impact of exchange rate
depreciation, GDP and policy rate on CPIl of 2.50, 0.73 and -0.36 percentage points,
respectively. The impact in the low financial inclusion countries is slightly lower than that of
the high financial inclusion countries though higher than for all the four countries in the panel
- with depreciation, GDP and policy rate impacts of 0.55, 0.33 and -0.05 percentage points,
respectively on CPI. Overall, the policy rate has a higher impact on inflation (-0.36) in the high
financial inclusion countries than in the low financial inclusion countries (-0.05). These results
are largely consistent with the findings in Mehrotra and Yetman (2014), where the ratio of
output volatility to inflation volatility was found to increase with the share of financially
included consumers in the economy.

The dummies for Uganda (DUM_UGA) and Ghana (DUM_GHA), which capture the change
in the monetary policy framework to Inflation Targeting in 2011Q2 and 2007Q1, respectively,
are positive and significant. This suggests this has had a positive impact on monetary policy in
the two countries over the sample period considered here. The change in policy rate from a
bank rate to a repo rate in Mauritius, captured by DUM_MAU dummy has had a negative and
significant impact on the country’s GDP over the sample period considered here. Across all
country groups, equilibrium in the event of disequilibrium is re-instated within the GDP
equation, with an adjustment speed of 7.3, 1.0 and 15.7 percent, respectively.

Note however that these are partial derivatives (by construction) predicated on the ceteris
paribus clause (Litkepohl and Reimers 1992), and have been interpreted in this light. Where
variables in an economic system are characterized by potentially rich dynamic interaction (as
is the case here), inference based on 'everything else held constant' is both of limited value and
may give a misleading impression of the short- and long-run estimates. Therefore, since what
we want is to actually estimate what might happen to all variables in the system following a
perturbation of known size in the policy rate equation, impulse response analysis, which
describes the resulting chain reaction of knock-on and feedback effects as it permeates through
the system, provides a tractable and potentially attractive value of the policy rate pass-through
providing no other shocks hit the system thereafter (see Johnston and DiNardo, 1997). This is
discussed in the next section.
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2.5 Impulse Responses

The results of the policy rate shock are shown in Figure 1. Specifically, the figure shows the
impact of a one standard deviation shock, defined as an exogenous, unexpected, temporary
increase in the policy rate with a 95 percent confidence level on domestic price inflation in
period one for all, high and low financial inclusion countries. The solid line in each graph is
the estimated response while the dashed lines denote a two standard error confidence band
around the estimate. Since the data are in first differences of logarithms, the impulse response
functions need to be regarded as measuring a proportional change in the rest of the macro
variables due to one standard innovation (at the initial period) in the policy rate.

Figure 1: Response to Cholesky One S.D. Innovations =2 S.E
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It is clear from the figure that the effect of a policy rate shock on CPI is gradual achieving
stable inflation in about 4 to 8 quarters, depending on the level of financial inclusion. The initial
effect of a structural one standard deviation shock to the policy rate on CPI, in the case of all
countries is zero, but rises to 0.0019 (0.19 percent) in period 2. The impact of the shock
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dissipates after the 8" quarter. For high financial inclusion countries, the initial impact of a
structural one standard deviation shock to the policy rate on CPI is 0.001 (0.12 percent) and
rises to a maximum of 0.005 (0.47 percent) in the 2"9 quarter, thereafter it begins to dissipate.
And it is 0.0003 (0.03 percent) for low financial inclusion countries category, rising to 0.001
(0.1 percent) in the second quarter, before dissipating thereafter.

Consistent with the PVECM results, the impact of policy shock is more pronounced for high
financial inclusion countries, which suggests that economies with higher levels of financial
inclusion have stronger monetary policy transmission mechanisms than economies with lower
levels of financial inclusion. However, although the low financial inclusion economies display
a weaker transmission mechanism, the speed of that mechanism is faster than in the high
financial inclusion countries: a larger proportion of the overall impact of a monetary shock is
felt in the first quarter after the shock in the low financial inclusion economies than in the high
financial inclusion economies. This might reflect differences in the institutional structure of the
two groups of countries which affect the pace at which prices change, for example, many prices
(e.g. wages) in the more developed economies, which also have higher rates of financial
inclusion, are determined through contractual arrangement, which makes them sticky in the
short run.

2.6 Conclusion and Policy Implications

This study uses a Panel Vector Error Correction Model (PVECM) to examine the relationship
between inflation, economic growth, exchange rate and the monetary policy rate for four
African countries, from 2000 to 2016. The results broadly imply that the effect of tighter
monetary policy, through higher interest rates, on inflation is negative and significant, in line
with economic theory. Using the number of deposit accounts to distinguish between high and
low levels of financial inclusion, we establish that the effect of monetary policy on inflation is
greater for countries with a high level of financial inclusion. These results carry policy
implications: that increased financial inclusion facilitates consumption smoothing and that it
amplifies the effectiveness of interest rate transmission channel.

However, a caveat is in order. As shown in Tables 1 and 2, the share of the population holding
bank accounts and saving with financial institutions, which are two important measures of
financial inclusion, are correlated with other aspects of financial development, which also
affect the monetary policy transmission mechanism, such as the level of financial depth and
intermediation in the economy. As such, the stronger monetary policy transmission mechanism
estimated in the high financial inclusion country sample might be the result of these other
aspects of financial development, rather than only of financial inclusion. Higher levels of
financial inclusion might strengthen the transmission mechanism of monetary policy by
making private consumption expenditures more sensitive to changes in market interest rates.
On the other hand, the level of private sector credit to GDP, rather than financial inclusion, is
likely to effect the transmission of monetary policy through its impact on business investment
expenditures. Unfortunately the research in this paper cannot distinguish between these
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channels. Future research that includes other aspects of financial development could help to
pinpoint with more clarity changes in monetary policy transmission that can be attributable to
financial inclusion.
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Annex Tables

Table 1: Panel unit root test results

Levin, Lin & Chu t* test

Variables Level First difference Inference
GDPit 0.945 (0.828) -2.452(0.007) 1(1)
CPlit -1.123 (0.131) -4.773 (0.000) 1(1)
EXRit 1.043 (0.852) -11.534 (0.000) 1(1)
P_rateit -0.089 (0.464) -11.579 (0.000) 1(1)

Notes: In parenthesis are p-values; T=264 for test in levels and N=4.

Table 2: Panel cointegration rank Trace test

All countries High financial Low financial
Inclusion Inclusion
countries Countries
Hypothesized
No. of CEs Fisher Trace Stat.* Fisher Trace Stat.* Fisher Trace Stat.*
None 40.96 (0.000) 26.32 (0.000) 14.64 (0.006)
At most 1 22.24 (0.060) 14.03 (0.074) 8.205 (0.170)
At most 2 13.22 (0.105) 8.632 (0.104) 4.586 (0.333)
At most 3 9.692 (0.287) 7.380 (0.117) 2.312 (0.679)
Country by country Trace test Statistics
Country r=0 r=1 rank
Ghana 53.392 (0.014) 29.112 (0.060) 1
Mauritius 39.649 18.3773 0
Uganda 48.041 (0.048) 22.4095 1
South Africa 78.780 (0.000) 23.685 (0.002) 2

In parentheses, in lower panel are probability values
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